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Microwave and Wireless Measure-
ment Techniques

From typical metrology parameters for com-
mon wireless and microwave components to
the implementation of measurement
benches, this introduction to metrology con-
tains all the key information on the subject.
Using it, readers will be able to

• interpret and measure most of the para-
meters described in a microwave compon-
ent’s datasheet

• understand the practical limitations and
theoretical principles of instrument
operation

• combine several instruments into measure-
ment benches for measuring microwave
and wireless quantities



Several practical examples are included,
demonstrating how to measure intermodula-
tion distortion, error-vector magnitude, S-
parameters, and large-signal waveforms.
Each chapter ends with a set of exercises, al-
lowing readers to test their understanding of
the material covered and making the book
equally suited for course use and for self-
study.

NUNO BORGES CARVALHO is a Full Professor
at the Universidade de Aveiro, Portugal, and
a Senior Research Scientist at the Instituto
de Telecomunicações. His main research in-
terests include nonlinear distortion analysis
in emerging microwave/wireless circuits and
systems, and measurement of nonlinear
phenomena.
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DOMINIQUE SCHREURS is a Full Professor at
the KU Leuven. Her main research interests
concern the nonlinear characterization and
modeling of microwave devices and circuits,
as well as nonlinear hybrid and integrated
circuit design for telecommunications and
biomedical applications.
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“This is a text book that every practicing en-
gineer would like to carry into the RF/ mi-
crowave laboratory. Written by two known
experts in microwave nonlinear measure-
ments, it covers the wide spectrum of mi-
crowave instrumentation from the basic
definitions of the circuit’s figures of merit to
the more evolved and up-to-date material of
digital/analog and time/frequency instru-
ments and excitation design.”
Jose Carlos Pedro, Universidade de Aveiro,
Portugal

“This book provides an excellent foundation
for those wanting to know about contempor-
ary measurement techniques used in wire-
less and microwave applications. The au-
thors have used both their considerable
knowledge of the subject matter along with
many years’ teaching experience to provide a
clear and structured approach to these



subject areas. This book is therefore ideally
suited as a foundation text for lectures and/
or training courses in this area, aimed at
graduate level students and professional en-
gineers working in this industry.”
Nick Ridler, IET Fellow

“Comprehensive, focussed and immediately
useful, this book is an excellent resource for
all engineers who want to understand and
measure the performance of wireless com-
ponents and systems.”
Uwe Arz, Physikalisch-Technische Bundes-
anstalt (PTB), Germany
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Preface

Metrology has been the most important as-
pect of wireless communication ever since
the time of Maxwell and Hertz at its very be-
ginning. In fact, the metrology aspects re-
lated to radio communications have for dec-
ades been one of the driving forces for pro-
gress in radio communication. For instance,
radar is nothing more than a very good
measurement instrument that can be used in
important applications such as target identi-
fication. Nevertheless, most wireless systems
nowadays depend heavily on metrology and
thus measurement, for instance new spec-
trum management, QoS evaluation and
green RF technologies, since they are all sup-
ported in high-quality wireless radio



components. That is why it is important to
understand the figures of merit of the main
wireless system components, how to meas-
ure them, and how to model them.
Moreover, with recent advances in software-
defined radio, and in future cognitive radio,
measurements in time/frequency/analog/di-
gital domains have become a very important
problem to microwave and RF engineers.
This book is aimed to give engineers and re-
searchers answers at the beginning of their
laboratory adventures in microwave, wire-
less systems and circuits. It can also be used
in connection with a graduate class on meas-
uring wireless systems, or a professor can se-
lect parts of the book for a class on wireless
systems in the broad sense. The main idea is
to have a text that allows the correct identi-
fication of the quantities to be measured and
their meaning, allows one to understand how
to measure those quantities, and allows one
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to understand the differences between excit-
ation signals, and between instruments, and
between quantities to be measured in differ-
ent domains (time, frequency, analog, and
digital). Along this path to completeness the
authors expect to give an overview of the
main quantities and figures of merit that can
be measured, how to measure them, how to
calibrate the instruments, and, finally, how
to understand the measurement results.
Measurements in different domains will also
be explained, including the main drawbacks
of each approach. The book will thus be or-
ganized as follows.

In Chapter 1 the idea is to present to the
reader the main important instrumentation
and measurable figures of merit that are im-
portant for wireless transceivers. We hope
that the reader will understand precisely
these main figures of merit and the strategies
for characterization and modeling. Some

25/673

text/part0009.html


information that will facilitate the reading of
typical commercial datasheets and the un-
derstanding of the most important figures of
merit presented on those documents will
also be given.

In chapter 2 the instrumentation typically
used for wireless transceiver characterization
will be presented, especially that involved
with radio signals. The instruments will be
presented considering the typical figures of
merit described in Chapter 1.

No measurement instrumentation can
work without the need for appropriate excit-
ation, so in Chapter 3 we will present the
most important excitations for radio charac-
terization, namely those mainly supported in
sinusoidal excitations.

In Chapter 4 the main idea is to present
several test benches for modeling and char-
acterization that allow a correct
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identification of several linear and nonlinear
parameters useful for wireless systems.

The work of writing and publishing this
book is not exclusively that of the authors,
but includes the help and collaboration of
many persons who came into our lives dur-
ing this process of duration almost 4 years.
So we would like to express our gratitude to
the many people who, directly or indirectly,
helped us to carry out this task.

The first acknowledgments go to our famil-
ies for their patience and emotional support.
In addition we are especially in debt to a
group of our students, or simply collaborat-
ors, who contributed some results, images,
and experimental data to the book. They in-
clude Pedro Miguel Cruz, Diogo Ribeiro,
Paulo Gonçalves, Hugo Cravo Gomes, Alirio
Boaventura, Hugo Mostardinha, Maciej
Myśliński, and Gustavo Avolio, among oth-
ers. Finally we would like to acknowledge Dr.
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Kate Remley from the National Institute of
Standards and Technology (NIST) for the
initial ideas for the book, the financial and
institutional support provided by the Por-
tuguese National Science Foundation (FCT),
the Instituto de Telecomunicações, Departa-
mento de Electrónica, Telecomunicações e
Informática of the Universidade de Aveiro,
as well as the FWO-Flanders.
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Notation

(I) unit matrix

δ( ) Dirac function

η efficiency

ηe effective efficiency

Γ(x) reflection coefficient

ΓIN input reflection coefficient

ΓOPT

optimum source-reflection coef-
ficient for minimum noise
figure

ΓOUT output reflection coefficient

ω pulsation

?(t) modulated phase

σ error variance



a incident traveling voltage wave

ACPR adjacent-channel power ratio

ACPRL
lower adjacent-channel power
ratio

ACPRT
total adjacent-channel power
ratio

ACPRU
upper adjacent-channel power
ratio

ACPRSP
spot adjacent-channel power
ratio

b scattered traveling voltage wave

CS
correlation matrix in terms of S-
parameters

CY
correlation matrix in terms of Y
-parameters

DR dynamic range

E(t) energy variation over time

Es energy source

30/673



F noise factor

f frequency

f0 fundamental frequency

FMIN minimum noise factor

G operating power gain

GA available power gain

GT transducer power gain

I current

i instantaneous current

i(t) instantaneous current over time

ID diode current

ID0 diode bias current

IIP3
input third-order intercept
point

IP3 third-order intercept point

IP1dB
1-dB-compression point re-
ferred to the input
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kB Boltzmann constant

L conversion loss

NF noise figure

P(t) power variation over time

PR
power dissipated over a resist-
ance R

Ps source power

P1dB 1-dB-compression point

PDC DC power

Pdiss dissipated power

Pgi incident measured power

PIMD
intermodulation distortion
power

Pi incident power

PLA
total power in lower adjacent-
channel band

Psat saturated output power
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PUA
total power in upper adjacent-
channel band

q charge of an electron

R resistance

RN noise resistance

S-
parameters

scattering parameters

Si sensitivity ST sweep time

T temperature

T time window (period)

tr rise time

V voltage

v instantaneous voltage

v(t) instantaneous voltage over time

VD diode voltage

VT thermal voltage

VDBias diode bias voltage
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Y -
parameters

admittance parameters

YOPT
optimum source admittance for
minimum noise figure

Z-
parameters

impedance parameters

Z0 characteristic impedance

ZL load impedance

ZS source impedance
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Abbreviations

ADC analog-to-digital converter

AM amplitude modulation

ASIC
application-specific integrated
circuit

AWG arbitrary-waveform generator

BPF bandpass filter

ccdf
complementary cumulative dis-
tribution function

CCPR co-channel power ratio

CF calibration factor

CR cognitive radio

CRT cathode-ray tubes

CW carrier wave



DAC digital-to-analog converter

dB decibel

dBc decibels below carrier

DC direct current

DDS direct digital synthesis

DFS direct frequency synthesis

DSP digital signal processor

DUT device under test

emf electromotive force

ENBW equivalent noise bandwidth

ENOB effective number of bits

EVM error-vector magnitude

FDM frequency-division multiplex

FFT fast fourier transform

FOM figure of merit

FPGA field-programmable gate array

GA generic amplifier
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IF intermediate frequency

IIP3
third-order intercept point re-
ferred to the input

IMD intermodulation distortion

IMR intermodulation ratio

LNA low-noise amplifier

LO local oscillator

LSB least significant bit

M-IMR multi-sine intermodulation ratio

MIMO multiple input, multiple output

MSB most-significant bit

NBGN narrowband Gaussian noise

NPR noise power ratio

NVNA
nonlinear vector network
analyzer

OCXO oven-controlled oscillator

OFDM
orthogonal frequency-division
multiplexing
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OSR over-sample ratio

PA power amplifier

PAE power added efficiency

PAPR peak-to-average power ratio

pdf probability density function

PLL phase-locked loop

PM phase modulation

PSD power spectral density

QPSK quadrature phase-shift keying

RBW resolution bandwidth

RF radio frequency

RL return loss

RMS root mean square

RTSA real-time signal analyzer

SA spectrum analyzer

SDR software-defined radio

SFDR spurious free dynamic range
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SINAD signal-to-noise-and-distortion

SNR signal-to-noise ratio

SNR_ADC signal-to-noise ratio for ADCs

SSB noise single-sideband noise

STFT short-time Fourier transform

SUT system under test

TCXO
temperature-compensated crys-
tal oscillator

TDD time-division duplex

THD total harmonic distortion

ULG underlying linear gain

VCO voltage-controlled oscillator

VGA variable-gain amplifier

VNA vector network analyzer

VSA vector signal analyzer

VSWR voltage standing-wave ratio

YIG yttrium iron garnet
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1 Measurement of
wireless transceivers

1.1 Introduction

This book is entitled Microwave and Wire-
less Measurement Techniques, since the ob-
jective is to identify and understand meas-
urement theory and practice in wireless
systems.

In this book, the concept of a wireless sys-
tem is applied to the collection of subsystems
that are designed to behave in a particular



way and to apply a certain procedure to the
signal itself, in order to convert a low-fre-
quency information signal, usually called the
baseband signal, to a radio-frequency (RF)
signal, and transmit it over the air, and vice
versa.

Figure 1.1 presents a typical commercial
wireless system architecture. The main
blocks are amplifiers, filters, mixers, oscillat-
ors, passive components, and domain con-
verters, namely digital to analog and vice
versa.
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Figure 1.1 A typical wireless system architecture, with a
full receiver and transmitter stage.

In each of these sub-systems the measure-
ment instruments will be measuring voltages
and currents as in any other electrical circuit.
In basic terms, what we are measuring are
always voltages, like a voltmeter will do for
low-frequency signals. The problem here is
stated as how we are going to be able to cap-
ture a high-frequency signal and identify and
quantify its amplitude or phase difference
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with a reference signal. This is actually the
problem throughout the book, and we will
start by identifying the main figures of merit
that deserve to be measured in each of the
identified sub-systems.

In order to do that, we will start by analyz-
ing a general sub-system that can be de-
scribed by a network. In RF systems it can be
a single-port, two-port, or three-port net-
work. The two-port network is the most
common.

1.2 Linear two-port networks

1.2.1 Microwave description

A two-port network, Fig. 1.2, is a network in
which the terminal voltages and currents re-
late to each other in a certain way.
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Figure 1.2 A two-port network, presenting the interactions
of voltages and currents at its ports.

The relationships between the voltages and
currents of a two-port network can be given
by matrix parameters such as Z-parameters,
Y -parameters, or ABCD parameters. The
reader can find more information in [1, 2].

The objective is always to relate the input
and output voltages and currents by using
certain relationships. One of these examples
using Y -parameters is described by the fol-
lowing equation:
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(1.1)

where

As can be seen, these Y -parameters can be
easily calculated by considering the other
port voltage equal to zero, which means that
the other port should be short-circuited. For
instance, y11 is the ratio of the measured cur-
rent at port 1 and the applied voltage at port
1 by which port 2 is short-circuited.

Unfortunately, when we are dealing with
high-frequency signals, a short circuit is not
so simple to realize, and in that case more
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robust high-frequency parameters should be
used.

In that sense some scientists started to
think of alternative ways to describe a two-
port network, and came up with the idea of
using traveling voltage waves [1, 2]. In this
case there is an incident traveling voltage
wave and a scattered traveling voltage wave
at each port, and the network parameters be-
come a description of these traveling voltage
waves, Fig. 1.3.

Figure 1.3 Two-port scattering parameters, where the in-
cident and reflected waves can be seen in each port.
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One of the most well-known matrices used
to describe these relations consists of the
scattering parameters, or S-parameters, by
which the scattered traveling voltage waves
are related to the incident traveling voltage
waves in each port.

In this case each voltage and current in
each port will be divided into an incident and

a scattered traveling voltage wave, V+(x) and

V −(x), where the + sign refers to the incident
traveling voltage wave and the − sign refers
to the reflected traveling voltage wave. The
same can be said about the currents, where I
+(x) = V +(x)/Z0 and I −(x) = V −(x)/Z0, Z0

being the characteristic impedance of the
port. The value x now appears since we are
dealing with waves that travel across the

space, being guided or not, so V +(x) = Ae−γx

[1, 2].
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These equations can be further simplified
and normalized to be used efficiently:

(1.2)

Then each normalized voltage and current
can be decomposed into its incident and
scattered wave. The incident wave is denoted
a(x) and the scattered one b(x):

(1.3)

where

(1.4)

with
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Fortunately, we also know that in a load the
reflected wave can be related to the incident
wave using its reflection coefficient Γ(x):

or

(1.5)

In this way it is then possible to calculate
and use a new form of matrix parameter to
describe these wave relationships in a two-
port network, namely the scattering
parameters:

(1.6)
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where

(1.7)

As can be deduced from the equations, and
in contrast to the Y -parameters, for the cal-
culation of each parameter, the other port
should have no reflected wave. This corres-
ponds to matching the other port to the im-
pedance of Z0. This is easier to achieve at
high frequencies than realizing a short cir-
cuit or an open circuit, as used for Y - and Z-
parameters, respectively.

Moreover, using this type of parameter al-
lows us to immediately calculate a number of
important parameters for the wireless sub-
system. On looking at the next set of equa-
tions, it is possible to identify the input re-
flection coefficient immediately from S11, or,
similarly, the output reflection coefficient
from S22:
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(1.8)

(1.9)

The same applies to the other two paramet-
ers, S21 and S12, which correspond to the
transmission coefficient and the reverse
transmission coefficient, respectively. The
square of their amplitude corresponds to the
forward and reverse power gain when the
other port is matched.

Note that in the derivation of these para-
meters it is assumed that the other port is
matched. If that is not the case, the values
can be somewhat erroneous. For instance,
Γin(x) = S11 only if the other port is matched
or either S12 or S21 is equal to zero. If this is
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not the case, the input reflection should be
calculated from

(1.10)

More information can be found in [1, 2].
With the parameters based on the wave

representation that have now been defined,
several quantities can be calculated. See Fig.
1.4.

Figure 1.4 Power waves traversing a guided structure.

For example, if the objective is to calculate
the power at terminal IN, then
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(1.11)

Here |a|2 actually corresponds to the incid-

ent power, while |b|2 corresponds to the re-
flected power.

Important linear figures of merit that are
common to most wireless sub-systems can
now be defined using the S-parameters.

1.2.2 Noise

Another very important aspect to consider
when dealing with RF and wireless systems
is the amount of introduced noise. Since for
RF systems the main goal is actually to
achieve a good compromise between power
and noise, in order to achieve a good noise-
to-power ratio, the study of noise is funda-
mental. For that reason, let us briefly
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describe the noise behavior [3] in a two-port
network.

A noisy two-port network can be represen-
ted by a noiseless two-port network and a
noise current source at each port. An admit-
tance representation can be developed.

Figure 1.5 A noisy device, Y -parameter representation, in-
cluding noise sources.

The voltages and currents in each port can
be related to the admittance matrix:

(1.12)

(Fig. 1.5). A correlation matrix CY can also be
defined, as
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(1.13)

The correlation matrix relates the proper-
ties of the noise in each port. For a passive
two-port network, one has

(1.14)

where kB is the Boltzmann constant (1.381 ×

10−23J/K), T the temperature (typically 290
K), ∆f the bandwidth, and Y the admittance
parameter.

Actually these port parameters can also be
represented by using scattering parameters.
In that case the noisy two-port network is
represented by a noiseless two-port network
and the noise scattering parameters refer-
enced to a nominal impedance at each port
(Fig. 1.6).
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Figure 1.6 A noisy device, S-parameter representation.

(1.15)

where bn1 and bn2 can be considered noise
waves, and they are related using the correla-
tion matrix, CS. The correlation matrix CS is
defined by

(1.16)

and, for a passive two-port network,
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(1.17)

where (I) is the unit matrix and (S)T? denotes
transpose and conjugate.

1.3 Linear FOMs

After having described linear networks, we
proceed to explain the corresponding figures
of merit (FOMs). We make a distinction
between FOMs that are defined on the basis
of S-parameters (Section 1.3.1) and those
defined on the basis of noise (Section 1.3.2).

1.3.1 Linear network FOMs

1.3.1.1 The voltage standing-wave ratio

The voltage standing-wave ratio (VSWR) is
nothing more than the evaluation of the port
mismatch. Actually, it is a similar measure of
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port matching, the ratio of the standingwave
maximum voltage to the standing-wave min-
imum voltage. Figure 1.7 shows different
standing-wave patterns depending on the
load.

Figure 1.7 The VSWR and standing-wave representation.
The standing wave can be seen for different values of the
VSWR.

In this sense it therefore relates the mag-
nitude of the voltage reflection coefficient
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and hence the magnitude of either S11 for the
input port or S22 for the output port.

The VSWR for the input port is given by

(1.18)

and that for the output port is given by

(1.19)

1.3.1.2 Return loss

Other important parameters are the input
and output return losses. The input return
loss (RLin) is a scalar measure of how close
the actual input impedance of the network is
to the nominal system impedance value, and
is given by

(1.20)

It should be noticed that this value is valid
only for a single-port network, or, in a two-
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port network, it is valid only if port 2 is
matched; if not, S11 should be exchanged for
the input reflection coefficient as presented
in Eq. (1.10). As can be seen from its defini-
tion, the return loss is a positive scalar
quantity.

The output return loss (RLout) is similar to
the input return loss, but applied to the out-
put port (port 2). It is given by

(1.21)

1.3.1.3 Gain/insertion loss

Since S11 and S22 have the meaning of reflec-
tion coefficients, their values are always
smaller than or equal to unity. The exception
is the S11 of oscillators, which is larger than
unity, because the RF power returned is lar-
ger than the RF power sent into the oscillator
port.
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The S21 of a linear two-port network can
have values either smaller or larger than
unity. In the case of passive circuits, S21 has
the meaning of loss, and is thus restricted to
values smaller than or equal to unity. This
loss is usually called the insertion loss. In the
case of active circuits, there is usually gain,
or in other words S21 is larger than unity. In
the case of passive circuits, S12 is equal to S21

because passive circuits are reciprocal. The
only exception is the case of ferrites. In the
case of active circuits, S12 is different from
S21 and usually much smaller than unity,
since it represents feedback, which is often
avoided by design due to the Miller effect.
The gain or loss is typically expressed in
decibels:

(1.22)
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1.3.2 Noise FOMs

1.3.2.1 The noise factor

The previous results actually lead us to a very
important and key point regarding noisy
devices, that is, the FOM called the noise
factor (NF), which characterizes the degrad-
ation of the signal-to-noise ratio (SNR) by
the device itself.

The noise factor is defined as follows.

DEFINITION 1.1 The noise factor (F) of a cir-
cuit is the ratio of the signal-to-noise ratio
at the input of the circuit to the signal-to-
noise ratio at the output of the circuit:

(1.23)

where
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SI is the power of the signal transmitted
from the source to the input of the two-
port network

SO is the power of the signal transmitted
from the output of the two-port net-
work to the load

NI is the power of the noise transmitted
from the source impedance ZS at tem-
perature T0 = 290 K to the input of the
two-port network

NO is the power of the noise transmitted
from the output of the two-port net-
work to the load

The noise factor can be expressed as

(1.24)

where GA is the available power gain of the
two-port network (for its definition, see
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Section 1.8), Nad is the additional available
noise power generated by the two-port net-
work, and NaI is the available noise power
generated by the source impedance:

(1.25)

As can be seen from Eq. (1.24), F is always
greater than unity, and it does not depend
upon the load ZL. It depends exclusively
upon the source impedance ZS.

Using reference [3], the noise factor can
also be related to the S-parameters by:

(1.26)

where Fmin is the minimum noise factor, RN

is called the noise resistance, ΓOPT is the op-
timum source reflection coefficient for which
the noise factor is minimum.
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This formulation can also be made in terms
of Y -parameters, and can be expressed as a
function of the source admittance YS:

(1.27)

where YOPT is the optimum source admit-
tance for which the noise factor is minimum.

The terms FMIN, RN, and ΓOPT (or YOPT)
constitute the four noise parameters of the
two-port network. They can be related to the
correlation matrices very easily [3].

The noise figure (NF) is simply the logar-
ithmic version of the noise factor, F.

1.3.2.2 Cascade of noisy two-port
components

If we cascade two noisy devices with noise
factors F1 and F2, and with available power
gains GA1 and GA2, with a source impedance
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at temperature T0 = 290 K, the additional
available noise powers are

(1.28)

The available noise power at the output of
the second two-port network is

(1.29)

The total noise factor is thus

(1.30)

This finally leads to the well-known noise
Friis formula,

(1.31)

In this expression the gain is actually the
available power gain of the first two-port
network, which depends on the output
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impedance of the first network. F1 depends
on the source impedance, and F2 depends on
the output impedance of the first two-port
network.

The general Friis formula is

1.4 Nonlinear two-port networks

In order to better understand nonlinear dis-
tortion effects, let us start by explaining the
fundamental properties of nonlinear sys-
tems. Since a nonlinear system is defined as
a system that is not linear, we will start by
explaining the fundamentals of linear
systems.

Linear systems are systems that obey su-
perposition. This means that they are sys-
tems whose output to a signal composed by
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the sum of elementary signals can be given
as the sum of the outputs to these element-
ary signals when taken individually.

This can be stated as

(1.32)

where x(t) = k1x1(t) + k2x2(t), y1(t) =
SL[x1(t)], and y2(t) = SL[x2(t)]. Any system
that does not obey Eq. (1.32) is said to be a
nonlinear system. Actually, this violation of
the superposition theorem is the typical rule
rather than being the exception. For the re-
mainder of this section, we assume the two-
port network to be an amplifier.
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Figure 1.8 The power balance of a nonlinear system.

To better understand this mechanism, con-
sider the general active system of Fig. 1.8,
where PIN and POUT are the input power en-
tering the amplifier and the output power
going to the load, respectively; PDC is the DC
power delivered to the amplifier by the
power supply; and Pdiss is the total amount of
power lost, by being dissipated in the form of
heat or in any other form [4].
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Using the definition of operating power
gain, G = POUT/PIN (see also Section 1.8.1),
and considering that the fundamental
energy-conservation principle requires that
PL + Pdiss = PIN + PDC, we can write the oper-
ating power gain as

(1.33)

From this equation we can see that, since
Pdiss has a theoretical minimum of zero and
PDC is limited by the finite available power
from the supply, the amplifier cannot main-
tain a constant power gain for increasing in-
put power.

This will lead the amplifier to start to devi-
ate from linearity at a certain input power,
and thus start to become nonlinear. Figure
1.9 presents this result by sketching the oper-
ating power gain of an amplifier versus the
input power rise.
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Figure 1.9 The nonlinear behavior of the variation of
power gain versus input power.

1.4.1 Nonlinear generation

In order to evaluate how the inherent non-
linear phenomena can affect amplifiers, let
us consider a simple analysis, where we will
compare the responses of simple linear and
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nonlinear systems to typical inputs en-
countered in wireless technology.

In wireless systems, which are mainly
based on radio-frequency communications,
the stimulus inputs are usually sinusoids,
with these being amplitude- and phase-mod-
ulated by some baseband information signal.
Therefore the input signal of these systems
can be written as

(1.34)

where A(t) is the time-dependent amplitude,
ωc is the carrier pulsation, and ?(t) is the
modulated phase.

The simplest form of nonlinear behavior
that allows us to mathematically describe the
response is that in which the nonlinearity is
represented by a polynomial [4]:

(1.35)
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In this case the polynomial was truncated
to the third order to simplify the calcula-
tions, but a higher-degree polynomial can
obviously be used. Actually, this type of ap-
proximation is the first solution to the more
complex nonlinear behavior of an amplifier,
and, if the as coefficients and τs are changed,
then many systems can be modeled in this
way.

The system actually behaves as a linear
one, if, , and

.
In this case, the linear response will be

(1.36)

and the overall nonlinear response can be
written as

(1.37)

73/673



Using some trigonometric relations, as
presented in [4], the equations can be writ-
ten as

(1.38)

where ?1 = ωcτ1, ?2 = ωcτ2, and ?3 = ωcτ3.
In typical wireless communication systems,

the variation of the modulated signals is usu-
ally slow compared with that of the RF carri-
er, and thus, if the system does not exhibit
memory effects, one can write

(1.39)

and
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(1.40)

From Eqs. (1.39) and (1.40) it is clear that
the linear and nonlinear responses are signi-
ficantly different. For instance the number of
terms in the nonlinear formulation is quite
high compared with the number in the linear
formulation.

Moreover, the output of the linear response
is a version of the input signal, with the same
spectral contents, but with a variation in
amplitude and phase as compared with the
input, whereas the nonlinear response con-
sists of a panoply of other spectral compon-
ents, usually called spectral regrowth. Actu-
ally, this is one of the properties of nonlinear
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systems, namely that, in contrast to a linear
system, which can only introduce quantitat-
ive changes to the signal spectra, nonlinear
systems can qualitatively modify spectra, in-
sofar as they eliminate certain spectral com-
ponents and generate new ones.

One example of a typical linear component
is a filter, since the output of a filter can in
principle change exclusively the amplitude
and phase of the input signal, while an ex-
ample of a nonlinearity is a frequency multi-
plier, where the output spectrum is com-
pletely different from the input spectrum.

In a typical wireless system such as the one
presented in Fig. 1.1, the most important
source of nonlinear distortion is the power
amplifier (PA), but all the components can
behave nonlinearly, depending on the input
signal excitation.
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1.4.2 Nonlinear impact in wireless
systems

In the previous section the nonlinear genera-
tion mechanism was explained using a
simple polynomial. In this section we will
probe the signal throughout the system
presented in Fig. 1.1.
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Figure 1.10 Signal probing throughout the wireless system
path: (a) the analog signal at point 4; and (b) the signal at
point 5, where the generation of nonlinear distortion is
visible.

Figure 1.10 presents the spectral content in
each of the stages of the wireless system, and
allows one to see how the signal changes on
traversing the communication path.

As can be seen from the images, the start-
ing signal is nothing more than a bit stream
arriving at our digital-to-analog converter,
point 1 in Fig. 1.1. Then this signal is further
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converted to analog and filtered out (point
2), up-converted to an IF channel (point 3),
amplified and further up-converted to RF
(point 4), amplified again (point 5), and
transmitted over the air (point 6).

The signal then traverses the air interface
and, at the receiver, it is first filtered out
(point 7), then amplified using a low-noise
amplifier (point 8), and then down-conver-
ted to IF (point 9), and to baseband again
(point 10), and reconverted to a digital ver-
sion (point 11).

Since in this section we are looking mainly
at the nonlinear behavior of the RF signal, let
us concentrate on points 4 and 5. In this case
the input signal has a certain spectral shape,
as can be seen in Fig. 1.10(a), and, after the
nonlinear behavior of the PA, it appears
completely different at point 5, where several
clusters of spectra appear, Fig. 1.10(b).
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The first cluster is centered at DC and, in
practical systems, it consists of two forms of
distortion, namely the DC value itself and a
cluster of very-low-frequency spectral com-
ponents centered at DC. The DC value dis-
tortion manifests itself as a shift in bias from
the quiescent point (defined as the bias point
measured without any excitation) to the ac-
tual bias point measured when the system is
driven at its rated input excitation power.

If we look back at Eq. (1.40), we can under-
stand that the DC component comes from all
possible mixing, beat, or nonlinear distortion
products of the form cos(ωit) cos(ωjt), whose
frequency mixing appears at ωx = ωi − ωj,
where ωi = ωj.

The low-frequency cluster near DC consti-
tutes a distorted version of the amplitude-
modulating information, A(t), as if the input
signal had been demodulated. This cluster is,
therefore, called the baseband component of
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the output. In spectral terms their frequency
lines are also generated from mixing
products at ωx = ωi − ωj, but now where ωi ≠
ωj.

From Fig. 1.10(b) it is clear that there are
some other clusters appearing at 2ωc and
3ωc. These are the well-known second- and
third-harmonic components, usually called
the harmonic distortion. Actually, they are
high-frequency replicas of the modulated
signal.

The cluster appearing at 2ωc is again gener-
ated from all possible mixing products of the
form cos(ωit) cos(ωjt), but now the outputs
are located at ωx = ωi + ωj, where ωi = ωj (ωx

= 2ωi = 2ωj ) or ωi ≠ ωj.
The third-harmonic cluster appears from

all possible mixing products of the form
cos(ωit) cos(ωjt) cos(ωkt), whose outputs are
located at ωx = ωi + ωj + ωk, where ωi = ωj =
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ωk (ωx = 3ωi = 3ωj = 3ωk) or ωi = ωj ≠ ωk (ωx

= 2ωi + ωk = 2ωj + ωk) or even ωi ≠ ωj ≠ ωk.
The last-mentioned cluster is the one ap-

pearing around ωc. In this scenario the non-
linear distortion appears near the spectral
components of the input signal, but is also
exactly coincident with them, and thus is in-
distinguishable from them.

Unfortunately, and in contrast to the base-
band or harmonic distortion, which falls on
out-of-band spectral components, and thus
could be simply eliminated by bandpass fil-
tering, some of these new in-band distortion
components are unaffected by any linear op-
erator that, naturally, must preserve the fun-
damental components. Thus, they constitute
the most important form of distortion in
bandpass microwave and wireless sub-sys-
tems. Since this is actually the most import-
ant form of nonlinear distortion in
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narrowband systems, it is sometimes just
called “distortion.”

In order to clearly understand and identify
the in-band-distortion spectral components,
they must be first separated in to the spectral
lines that fall exactly over the original ones
and the lines that constitute distortion side-
bands. In wireless systems, the former are
known as co-channel distortion and the lat-
ter as adjacent-channel distortion.

Looking back at our formulation Eq. (1.40),
all in-band-distortion products share the
form of cos(ωit)cos(ωjt)cos(ωkt), which is
similar to the ones appearing at the third
harmonic, but now the spectral outputs are
located at ωx = ωi + ωj − ωk. In this case, and
despite the fact that both co-channel and
adjacent-channel distortion can be generated
by mixing products obeying ωi = ωj ≠ ωk (ωx

= 2ωi − ωk = 2ωj − ωk) or ωi ≠ ωj ≠ ωk, only
the mixing terms obeying ωi = ωj = ωk (ωx =
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ωi) or ωi ≠ ωj = ωk (ωx = ωi) fall on top of the
co-channel distortion.

1.5 Nonlinear FOMs

Let us now try to identify how we can ac-
count for nonlinearity in wireless two-port
networks. To this end we will use different
signal excitations, since those will reveal dif-
ferent aspects of the nonlinear behavior. We
will start first with a single-tone excitation,
and then proceed to the best-known signal
excitation for nonlinear distortion, namely
two-tone excitation, and then the multi-sine
excitation figures of merit will also be ad-
dressed. Finally, a real modulated wireless
signal will be used to define the most import-
ant FOMs in wireless systems.

1.5.1 Nonlinear single-tone FOMs

84/673



We start by considering that x(t) in Eq. (1.35)
is a single sinusoid, x(t) = A cos(ωct). The
output signal is described by Eq. (1.40), and,
if we consider that the input signal does not
have a phase delay, it can be further simpli-
fied to

(1.41)

In this case the output consists of single-
tone spectral components appearing at DC,
in the same frequency component as the in-
put signal, and at the second and third
harmonics.

Actually, the output amplitude and phase
variation versus input drive manifest them-
selves as if the nonlinear device could
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convert input amplitude variations into out-
put amplitude and phase changes or, in other
words, as if it could transform possible amp-
litude modulation (AM) associated with its
input into output amplitude modulation
(AM–AM conversion) or phase modulation
(AM–PM conversion).

AM–AM conversion is particularly import-
ant in systems that are based on amplitude
modulation, while AM–PM has its major im-
pact in modern wireless telecommunication
systems that rely on phase-modulation
formats.

If a careful analysis is done at the harmon-
ics, we can also calculate the ratio of the in-
tegrated power of all the harmonics to the
measured power at the fundamental, a figure
of merit named total harmonic distortion
(THD).

1.5.1.1 AM–AM

86/673



The AM–AM figure of merit describes the re-
lationship between the output amplitude and
the input amplitude at the fundamental fre-
quency [4].

Figure 1.11 AM–AM curves, where the output power is
plotted versus the input power increase. The 1-dB-compres-
sion point is also visible in the image.

Figure 1.11 presents the AM–AM character-
istic, where the power of each of the funda-
mental spectral components is plotted versus
its input counterpart. As can be seen, it
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characterizes the gain compression or expan-
sion of a nonlinear device versus the input
drive level.

One of the most important FOMs that can
be extracted from this type of characteriza-
tion is called the 1-dB-compression point,
P1dB.

1.5.1.2 The 1-dB-compression point
(P1dB)

DEFINITION 1.2 The 1-dB-compression point
(P1dB) is defined as the output power level at
which the signal output is compressed by 1
dB, compared with the output power level
that would be obtained by simply extrapol-
ating the linear system’s small-signal
characteristic.
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Thus, the P1dB FOM also corresponds to a
1-dB gain deviation from its small-signal
value, as depicted in Fig. 1.9 and Fig. 1.11.

1.5.1.3 AM–PM

Since the co-channel nonlinear distortion ac-
tually falls on top of the input signal spectra,
Eq. (1.41), the resulting output component at
that frequency will be the addition of two
vectors: the linear output signal, plus a ver-
sion of the nonlinear distortion. So vector
addition can also determine a phase vari-
ation of the resultant output, when the input
level varies, as shown in Fig. 1.12.
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Figure 1.12 AM–PM curves, where the phase delay of the
output signal is visible when the input power is varied.

The change of the output signal phase, ?(ω,
Ai ), with increasing input power is the
AM–PM characteristic and may be expressed
as a certain phase deviation, in degrees/dB,
at a predetermined input power.

1.5.1.4 Total harmonic distortion

The final FOM in connection with single-
tone excitation is one that accounts for the
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higher-order harmonics, and it is called total
harmonic distortion (THD).

DEFINITION 1.3 The total harmonic distortion
(THD) is defined as the ratio between the
square roots of the total harmonic output
power and the output power at the funda-
mental frequency.

Therefore the THD can be expressed as

(1.42)

and, for the polynomial case, we will have

(1.43)

1.5.2 Nonlinear two-tone FOMs
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A single-tone signal unfortunately is just a
first approach to the characterization of a
nonlinear two-port network. Actually, as was
seen previously, the single-tone signal can be
used to evaluate the gain compression and
expansion, and harmonic generation, but no
information is given about the bandwidth of
the signal, or about the distortion appearing
in-band.

In order to get a better insight into these
in-band-distortion products, RF engineers
started to use so-called two-tone excitation
signals.

A two-tone signal is composed of a summa-
tion of two sinusoidal signals,

(1.44)

Since the input is now composed of two dif-
ferent carriers, many more mixing products
will be generated when it traverses the poly-
nomial presented in Eq. (1.35). Therefore, it
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is convenient to count all of them in a sys-
tematic manner. Hence the sine representa-
tion will be substituted by its Euler expan-
sion representation:

(1.45)

This type of formulation actually allows us
to calculate all the mixing products arising
from the polynomial calculations, since the
input can now be viewed as the sum of four
terms, each one involving a different fre-
quency. That is, we are assuming that each
sinusoidal function involves a positive- and a
negative frequency component (i.e., the cor-
responding positive and negative sides of the
Fourier spectrum), so that any combination
of tones can be represented as
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(1.46)

where r ≠ 0, and for real signals.
The output of the polynomial model for

this type of formulation is now much simpler
to develop, and for each mixing value we will
have

(1.47)

The frequency components arising from
this type of mixing are all possible combina-
tions of the input ωr :

(1.48)
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where the vector [m–R … m–1m1 … mR ] is the
nth order mixing vector, which must satisfy

(1.49)
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Figure 1.13 The spectrum arrangement of a two-tone sig-
nal traversing a nonlinearity, where different spectrum
clusters can be seen.

In the case of a two-tone signal (Fig. 1.13),
the first-order mixing, arising from the lin-
ear response (coefficient a1 in the polynomi-
al), will be

(1.50)

Adding then the second order (coefficient
a2), we will have

(1.51)

and, for the third-order coefficient a3,

(1.52)
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Obviously there are several ways in which
these mixing products can be gathered, and
the reader can find the calculations in [4, 5].
If the Euler coefficients corresponding to
each mixing product are now added, we ob-
tain the following expression for the output
of our nonlinearity when excited by a two-
tone signal:
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(1.53)

If we look exclusively at the in-band distor-
tion, the output components will be
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(1.54)

From this equation it is clear that the in-
band distortion in this case is much richer
than that in the single-sinusoid case. With
the two-tone excitation one can identify the
linear components arising from the a1 terms
and the nonlinear components arising from
the a3 terms.

For the nonlinear components, two further
distinctions can be made, since two terms
will fall in frequency sidebands, namely the
cases of 2ω1 − ω2 and 2ω2 − ω1, and two oth-
er terms will fall right on top of the input sig-
nal at ω1 and ω2.

99/673



The terms falling in the sidebands are nor-
mally called intermodulation distortion
(IMD). Actually, every nonlinear mixing
product can be denominated as an intermod-
ulation component since it results from in-
termodulating two or more different tones.
But, although it cannot be said to be univer-
sal practice, the term IMD is usually reserved
for those particular sideband components.

This form of distortion actually constitutes
a form of adjacent-channel distortion. The
terms that actually fall on top of ω1 and ω2

are known as the co-channel distortion, and
in fact, if we look carefully, we see that they
can actually be divided into two separate
forms. For instance, for ω1,

(1.55)

100/673



which corresponds to a term that depends
only on , which is perfectly correlated with
the input signal at A1, and another term that
falls on top of ω1 but depends also on the A2

term, meaning that it can be uncorrelated
with the input signal.

Actually, the correlated version of the out-
put signal is the term that is re-
sponsible for the compression or expansion
of the device gain. This is similar to what was
previously said regarding single-tone excita-
tions, which we called AM–AM and AM–PM
responses.

The other term, , which also
includes a contribution from A2 and can be
uncorrelated with the input signal, is actually
the worst problem in terms of communica-
tion signals. It is sometimes referred to as
distortion noise. In wireless communications
it is this type of nonlinear distortion that can
degrade, for instance, the error-vector
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magnitude (the definition of which will be
given later) in digital communication
standards.

Table 1.1 Two-tone nonlinear distortion mixing products
up to third order
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Table 1.1 summarizes the above definitions
by identifying all of the distortion compon-
ents falling on the positive side of the spec-
trum which are present in the output of our
third-degree polynomial subjected to a two-
tone excitation signal.

Following this nonlinear study for a two-
tone signal excitation, some figures of merit
can be defined.

1.5.2.1 The intermodulation ratio

The intermodulation ratio (IMR) is, as the
name states, the ratio between the power
corresponding to the output that appears ex-
actly at the same positions as the input spec-
tral components (these components will be
called from now on the power at the funda-
mental frequency) and the power corres-
ponding to the intermodulation power.
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DEFINITION 1.4 The intermodulation ratio
(IMR) is defined as the ratio between the
fundamental and intermodulation (IMD)
output powers:

(1.56)

Figure 1.14 IMR definition in a two-tone excitation.

It should be noticed here that the output
power at the fundamental frequency already
includes some nonlinear distortion that ap-
pears at the same frequency as the input.
This was seen in Section 1.5.2) as the co-
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channel distortion responsible for the
AM–AM curves for the case of single-tone
excitation, and consequently for the gain
compression and expansion. On considering
Fig. 1.14 and Eq. (1.56), it is clear that the in-
termodulation ratio refers only to the in-
band nonlinear distortion, not to the har-
monic content. This measure is usually de-
scribed in dBc, meaning decibels below car-
rier. It should also be pointed out here that
the upper IMD and the lower IMD may be
different, which is called IMD asymmetry
[6]. The IMR must then be defined as upper
or lower.

In order to observe the results for the two-
tone case, as was stated above, the in-band
distortion is
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(1.57)

which has terms that are clearly co-channel
distortion, and thus will add to the output
linear response, namely those appearing at

(1.58)

In this case the IMD power and the funda-
mental linear output power will be
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(1.59)

The same calculations should be done for
the IMD at 2ω2 − ω1, resulting in an IMR for
two tones as

(1.60)
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Nevertheless, for low-power signals the
nonlinear contribution to the co-channel dis-
tortion is insignificant, and thus sometimes
only the linear output power is considered
when calculating the overall IMR, which will
be

(1.61)

For equal input signal amplitude in both
tones, Ai = Ai1 = Ai2, the IMR value will fi-
nally be

(1.62)

1.5.2.2 Underlying linear gain

Actually it should also be mentioned here
that sometimes a figure of merit called un-
derlying linear gain (ULG) is defined. This
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gain accounts for the overall output signal
that is correlated with the input signal, thus
the ULG is given by

(1.63)

For a two-tone excitation it will be

(1.64)

In the case of linear systems, this gain re-
duces to the linear gain, that is LG =

. Actually, with the ULG we are
accounting for the AM–AM impact on the
overall gain.

1.5.2.3 Intercept points

If the output power at the fundamental and
that at the IMD spectral components are
plotted versus input power for traditional
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nonlinear components, the results seen in
Fig. 1.15 are observed. In this case the funda-
mental output power will start first with a
linear progression with the input power.
That is, a 1-dB increase in input power will
impose a 1-dB increase in output power.
Next it will start compressing or expanding
the growth slope accordingly to Eq. (1.59).
The IMD power will start at a lower level
than the fundamental power, since it de-
pends on a third-order polynomial. Then it
will rise at a slope of 3 dB for each additional
1 dB at the input, corresponding to the third-
order polynomial. Finally, for higher values
of output power, the IMD will compress or
expand according to higher orders of distor-
tion. If the linear output response on the one
hand and the third-order small-signal re-
sponse on the other hand are extrapolated, it
gives rise to a FOM called the third-order in-
tercept point (IP3). This FOM allows wireless
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engineers to calculate the small-signal non-
linear response very efficiently. Actually, this
is very important for obtaining the amount
of nonlinear distortion that arises from an
interferer at the wireless system receiver.

Figure 1.15 The definition of IP3. The extrapolated IP3 can
be seen as the intercept of the third-order and fundamental
power rises.

DEFINITION 1.5 The third-order intercept
point (IP3) is a fictitious point that is
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obtained when the extrapolated 1-dB/dB
slope line of the output fundamental power
intersects the extrapolated 3-dB/dB slope
line of the IMD power.

From a mathematical point of view, we will
have to calculate the input or output power
at which they intercept, thus, referring to Eq.
(1.59),

(1.65)

(1.66)

In this case the output IP3 was calculated,
but in certain cases it is preferable to calcu-
late the input IIP3; see Fig. 1.15.

It should be mentioned that, despite their
rarely being seen, some other intercept
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figures of merit could be defined for fifth-or-
der (IP5) or seventh-order (IP7) distortion.

IP3 can be further used to calculate the in-
termodulation power at any input power, if
restricted to the small-signal region. It is
then possible to relate the IMR to IP3 by [4]

(1.67)

or

(1.68)

These equations were calculated for a two-
tone input signal with equal amplitudes in
both tones, and PfunddB is the output power
at a specific tone.

1.5.2.4 Nonlinear distortion in the
presence of dynamic effects

It should be stated here that certain nonlin-
ear DUTs present what are called memory
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effects. These effects are a representation of
dynamics in the nonlinear generation mech-
anism, as is discussed in [6]. The dynamic ef-
fects can mask the real intermodulation dis-
tortion in the DUT, since the lower sideband
and higher sideband of the two-tone analysis
can be different. Most often the dynamics
arise from a baseband component being
mixed with the fundamentals. So the dynam-
ic effects can be measured by exciting these
baseband components.
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Figure 1.16 The impact of two-tone nonlinear dynamics:
(a) two-tone IMD measurement when memory effects are
visible; and (b) two-tone IMD variation with tone spacing.

These phenomena can be measured in the
laboratory by exciting the nonlinear device
with a signal that covers most of the base-
band spectrum behavior. One way to achieve
that is by using a two-tone signal and varying
the tone spacing between the tones. If the
IMD is measured with varying tone separa-
tion, then the impact of the baseband envel-
ope behavior will be seen in the IMD vari-
ation, as shown in Fig. 1.16.
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1.5.3 FOMs for nonlinear continu-
ous spectra

New wireless communication standards,
mainly digital wireless communications,
have great richness in spectral content,
which means that the single-tone and two-
tone figures of merit have become obsolete,
and are not able to characterize important
aspects of that type of transmission.

Thus microwave and wireless system en-
gineers have started to use other forms of ex-
citation and other types of FOM to account
for nonlinear distortion in digital wireless
communication signals. Moreover, the non-
linear nature of RF components means that
there will be a close relationship between the
usefulness of a certain characterization tech-
nique and the similarity of the test signal to
the real equipment’s excitation.
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In this sense engineers are considering oth-
er forms of excitation, including digitally
modulated carriers with pseudo-random
baseband signals, multi-tones (more than
two tones, usually called multi-sines), and
band-limited noise [7]. In this section we will
address figures of merit developed for rich
spectra, continuous or not.

In Fig. 1.17 we can see the typical input in a
wireless communication system, for which
the spectrum is actually continuous. Mi-
crowave engineers sometimes use similar
signals in the laboratory for mimicking this
type of spectral richness using a multi-sine
signal, Fig. 1.18, which allows a much sim-
pler analysis of the output signal.
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Figure 1.17 A typical input signal in a wireless communica-
tion system.

Figure 1.18 The nonlinear output response of a multi-sine
signal excitation.
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Figures 1.18 and 1.19 present the output of
a typical signal like this, where the baseband,
IMD, second harmonic and third harmonic
are evident. This is similar to what we had
previously seen in a two-tone excitation, but
now each cluster is much richer.

Figure 1.19 The nonlinear output response of a rich input
spectrum.

In this sense the out-of-band distortion is
dealt with by deploying the same line of
thought as that which was used for the
single-tone and the two-tone signal, meaning
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that in traditional wireless signals these are
eliminated using output filtering. So the typ-
ical FOM for wireless systems usually refers
mainly to the in-band components.

Figure 1.20 presents the in-band distortion
that can be seen at the output of a nonlinear
system when it is excited by a bandlimited
continuous spectrum.

Figure 1.20 The in-band nonlinear output response of a
rich input spectrum.

It is evident that we can identify the co-
channel distortion that falls on top of the lin-
ear output signal, corresponding to a linear
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complex gain multiplication of the input
spectrum. We can also see a sideband on
each side, corresponding to what is called
spectral regrowth. It arises from the
nonlinear odd-order terms, similarly to the
IMD tones appearing in a two-tone excita-
tion. Having this signal in mind, we can now
define some important figures of merit for
characterization of nonlinear rich spectra.

1.5.3.1 The multi-sine intermodulation
ratio

The multi-sine intermodulation ratio (M-
IMR) is actually a generalization of the IMR
concept introduced in Section 1.5.2.1. As can
be seen from Fig. 1.21, this figure of merit
can be defined as follows.
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Figure 1.21 The definition of the multi-sine intermodula-
tion ratio.

DEFINITION 1.6 The multi-sine intermodula-
tion ratio (M-IMR) is defined as the ratio of
the common fundamental power per tone,
Pfundtone , to the power of the ωr distortion
component present in the lower or upper
adjacent bands, PL/U(ωr).

In mathematical terms it is nothing other
than
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(1.69)

1.5.3.2 The adjacent-channel power
ratio

The FOM known as the M-IMR allows engin-
eers to measure and account for each tone in
the multi-sine approach, but when the signal
is continuous the user should account not for
each sine, but for all the spectral power that
is being created by the nonlinearity. This
part of the spectrum is called adjacent-chan-
nel distortion, and is composed of all distor-
tion components falling on the adjacent-
channel location. Actually, in typical commu-
nication scenarios it can be a source of inter-
ference with adjacent channels. For account-
ing for this type of distortion, and mainly the
amount of power being regrown, several
FOMs can be defined.
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DEFINITION 1.7 The total adjacent-channel
power ratio (ACP RT ) is the ratio of the
total output power measured in the funda-
mental zone, Pfund , to the total power integ-
rated in the lower, PLA, and upper, PUA,
adjacent-channel bands.

Figure 1.22 The definition of the adjacent-channel power
ratio.

Figure 1.22 shows this FOM and how it is
calculated. Mathematically it can be de-
scribed as
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(1.70)

where So(ω) is the power spectral density.
Sometimes it is also interesting to address

only a specific part of the spectral regrowth,
and in that situation we can define the upper
or lower ACPR value. This FOM can be
defined as follows.

DEFINITION 1.8 The upper or lower adjacent-
channel power ratio (ACP RL or ACP RU ) is
the ratio between the total output power
measured in the fundamental zone, Pfund ,
and the lower or upper adjacent-channel
power, PLA or PUA.

Mathematically,
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(1.71)

Sometimes it is preferable to consider not
all of the adjacent-channel power, but only a
piece of it. That happens because in continu-
ous spectra it is usually difficult to define
where the adjacent-channel spectrum starts
and ends, mainly due to the roll-off of the
system filters. Thus the industry refers to
this FOM as the spot ACPR, this being
defined as follows.

DEFINITION 1.9 The spot adjacent-channel
power ratio (ACP RSPL or ACP RSPU ) is the
ratio of the total output power measured in
the fundamental zone, Pfund ,to the power
integrated in a band of predefined
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bandwidth and distance from the center fre-
quency of operation PSPL/U.

Mathematically it can be described as

(1.72)

Figure 1.23 shows this figure of merit and
how it is calculated.
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Figure 1.23 The definition of the adjacent-channel spot
power ratio.

1.5.3.3 Co-channel distortion FOMs

As was seen previously, nonlinear distortion
generates adjacent-band spectral regrowth,
but also co-channel distortion, which im-
poses a strong degradation of the signal-to-
noise ratio. Unfortunately, co-channel dis-
tortion falls exactly on top of the input signal
spectrum, and thus on top of the linear out-
put signal.
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Figure 1.24 The definition of the noise power ratio.

This type of distortion can be accounted for
using a FOM known as the co-channel power
ratio (CCPR), which allows a correct measure
of the nonlinear distortion falling inside the
band. However, because this form of distor-
tion is intricately mixed with the fundament-
al zone of much higher amplitude, the meas-
urement of this type of distortion is quite dif-
ficult. That is why wireless system engineers
came up with a FOM called the noise power
ratio (NPR) that actually allows one to char-
acterize the co-channel distortion in an in-
direct way. The basic idea is mainly to open a
notch in the input signal spectrum, and to
account for the noise in that notch hole both
at the input and at the output, Fig. 1.24. We
will see in future chapters how to measure
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this type of co-channel distortion, but let us
now define these co-channel FOMs.

The NPR can be defined as follows.

DEFINITION 1.10 The noise power ratio (NPR)
is defined as the ratio of the output power
spectral density function measured in the
vicinity of the test window position, ωT,
So(ωT), to the power spectral density ob-
served within that window, Swd(ωT).

Mathematically it is expressed by

(1.73)
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Figure 1.25 The definition of the co-channel power ratio.

The co-channel power ratio (Fig. 1.25) can
be defined as follows.

DEFINITION 1.11 The co-channel power ratio
(CCPR) is defined as the ratio of the integ-
rated output power measured in the funda-
mental zone, Pfund , to the total integrated
co-channel perturbation, Pco-channel.

Mathematically it is expressed as
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(1.74)

1.6 System-level FOMs

Regarding general figures of merit that can
be applied to generic RF and wireless com-
ponents and circuits, some system-level
FOMs will now be presented. These FOMs
relate more generally not to a single com-
ponent or circuit, but rather to a bigger sys-
tem. In that sense they are normally stated
as high-level quantities, and most of the time
they are related to the information being
sent over the communication channel and
thus not necessarily to any spectral or time
characteristics.

Some of these FOMs include the error-vec-
tor magnitude and the bit error rate, which
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are FOMs that can be measured at a high
level of abstraction and that depend not on a
single component but rather on the activity
of the complete system.

1.6.1 The constellation diagram

In a digital radio, the evaluation of the trans-
mitted signals is fundamental. This charac-
terization can be done by referring to the
constellation diagram. Let us explain the
concept of a constellation diagram. In a di-
gital modulated RF signal we can describe
the input and output signal as a sine wave
that is in phase or in quadrature phase
arrangement:
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(1.75)

By representing a wireless signal as a com-
plex number and modulating a cosine and
sine carrier signal with the real and imagin-
ary parts, respectively, the symbol can be
sent with orthogonal carriers on the same
frequency.

These carriers are often referred to as
quadrature carriers. If the wireless system
uses a coherent detector, then it is possible
to independently demodulate these carriers.

134/673



This principle is actually the base for quad-
rature modulation.

Actually the phase and quadrature inform-
ation is normally called the complex envel-
ope of the signal, and is represented in sever-
al ways. One possibility is to include a two-
time-domain graph with I(t) and Q(t) plotted
over time; the other possibility is using a
constellation diagram, where the phase and
quadrature values are plotted over each oth-
er in a complex graph representation (see
Fig. 1.26).
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Figure 1.26 The I(t) and Q(t) representation: (a) time-do-
main waveforms and (b) the constellation diagram.
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Since the symbols are represented as com-
plex numbers, they can be visualized as
points on the complex plane. The real-num-
ber and imaginary-number coordinate axes
are often called the in-phase axis, or I-axis,
and the quadrature axis, or Q-axis.

Plotting several symbols in a scatter dia-
gram produces the constellation diagram.
The points on a constellation diagram are
called constellation points. They are a set of
modulation symbols comprising the modula-
tion alphabet.

Thus a constellation diagram is nothing
more than a representation of these I(t) and
Q(t) in a complex diagram, plotting each pat-
tern in phase (I(t)) and quadrature (Q(t)).
Actually, it displays the signal as a two-di-
mensional scatter diagram in the complex
plane. Sometimes the plot is displayed only
at the symbol-sampling instants, but the
overall trajectory is also very important for
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understanding certain aspects of the system
behavior.

Figure 1.27 The QPSK constellation diagram: (a) Sampled
at the symbol rate; and (b) the overall trajectory.

In a pure quadrature phase-shift keying
(QPSK) signal the constellation diagram will
be that presented in Fig. 1.27(a) if the repres-
ented symbols are plotted only at the symbol
rate, but it will be that presented in Fig.
1.27(b) if the overall trajectories of I(t) and
Q(t) are plotted.
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Constellation diagrams can be used to re-
cognize the type of interference and distor-
tion in a signal.

This tool is very important, since it allows
engineers to observe the transmitted constel-
lation points and to compare them with the
received ones. In this way, they are able to
identify the similarities and differences
between them, thereby accounting for the
signal degradation from a point of view that
is actually the ultimate one, meaning that it
relates directly to the information transmis-
sion quality.

The system itself can degrade the transmit-
ted signal by adding noise to the signal, or
can degrade it due to nonlinear distortion, as
was seen in Section 1.4.

In terms of transmission degradation, en-
gineers will seek in the constellation diagram
a deviation of the actual received signal from
the transmitted one, and will calculate this

139/673

text/part0009.html#head1-4


difference using some form of Euclidean dis-
tance. Thus the receiver will demodulate the
received signal incorrectly if the corruption
has caused the received symbol to move
closer to another constellation point than the
one transmitted.

This is actually called maximum-likelihood
detection. The use of the constellation dia-
gram allows a straightforward visualization
of this process.

1.6.2 The error-vector magnitude

Considering the constellation-diagram ap-
proach, the first system-level FOM to be
presented is the error-vector magnitude
(EVM). The EVM is a measure that is used to
evaluate the performance of an RF system in
digitally modulated radios.

An ideal signal sent by an ideal transmitter
without any interference will have all
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constellation points precisely at the ideal loc-
ations. However, if the signal is interfered
with by different propagation-channel im-
perfections, such as noise, nonlinear distor-
tion, phase noise, adjacent-channel interfer-
ence, etc., the symbols and thus the constel-
lation points will deviate from the ideal
locations.

The EVM is actually accounting for the er-
rors in the points in a constellation diagram.
It is nothing more than a measure of how far
the points are from their ideal locations.

DEFINITION 1.12 The error-vector magnitude
(EVM) is a vector (geometric) in the I–Q
plane between the ideal constellation point
and the point received by the receiver. It can
also be stated as the difference between ac-
tually received symbols and ideal symbols.
The average power of the error vector,
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normalized with respect to the signal
power, is the EVM. For the percentage
format, the root-mean-square (rms) aver-
age is used.

In mathematical terms the EVM is ex-
pressed as a percentage:

(1.76)

(1.77)

where N is the number of received symbols,
Zc( ) is the actual received symbol, and S( ) is
the ideal symbol that should be received
(Fig. 1.28).
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Figure 1.28 Calculation of the error-vector magnitude.

The EVM can also be obtained from the
signal-to-noise ratio, and some relationships
have been developed to compare these two
quantities [8]:

(1.78)

This equation is very important, since it
states that, by accounting for the noise de-
gradation or the nonlinear distortion
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degradation inside the band, it is possible to
account for the EVM of an overall system.

1.6.3 The peak-to-average power ratio

Another important FOM that actually cannot
be attributed to the system itself, but rather
must be attributed to the signal, is the one
that accounts for the relationship between
the peak power and the average power of the
signal. Some authors [9] have used the peak-
to-average power ratio (PAPR), as the ratio
of the average power that would result if the
envelope were sustained at its peak mag-
nitude to the average power in the N-sinus-
oid sum. The PAPR thus has the mathemat-
ical form

(1.79)
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A version of the PAPR for a sampled signal
can also be used. This is defined as

(1.80)

where E( ) is the expectancy of x.

1.7 Filters

Filters, combiners, power dividers, isolators,
and other linear components can be charac-
terized using the linear FOMs presented in
Section 1.3. In all these situations the main
FOMs to consider are the S-parameters, and
correspondingly the insertion loss and
VSWR as well as the bandwidth.

Table 1.2 A filter datasheet of electrical characteristics
(guaranteed over −50 °C to +90 °C operating temperature)
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In order to better understand a typical
datasheet of a filter, consider Table 1.2. On
this example datasheet, several filters, all
bandpass filters, are presented, each with
their respective bandwidth, insertion loss, in
this case near 0.5 dB in the band of interest,
and VSWRs on the order of 1.4, which cor-
responds to an impedance mismatch of near
Γin = 0.17 and to an impedance of 35 Ω to 70
Ω in a 50-Ω environment.

The bandwidth of a filter is usually determ-
ined by the lower and upper frequencies at
which the in-band insertion loss has dropped
with a certain dB value, typically 3 dB.
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Figure 1.29 Measured S-parameters of a low-pass filter.

Another important FOM is the one corres-
ponding to the out-of-band attenuation. In
this sample case, it is specified at the double
frequency of F0, which is the bandwidth’s
upper frequency limit. These frequencies are
indicated in Fig. 1.29, showing the measured
S-parameters of a low-pass filter.

1.8 Amplifiers
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Amplifiers have been the main components
in any RF/microwave radio design, since
they allow one to increase the signal level in
order to be able to transmit or receive the
communication signal with a certain signal-
to-noise ratio value.

Depending on the section of the system
where the amplifier has to be inserted, the
amplifier can have different functions, for in-
stance consider Fig. 1.1. If the amplifier is in-
serted into the receiver as its first stage, then
the focus will be on the low-noise behavior,
and therefore it is a low-noise amplifier
(LNA). On the other hand, if the amplifier is
to be inserted into the transmitter as its last
stage, the amplifier is focused on increasing
the output power, since the main objective of
the transmitter is to achieve a high power
level in order to fulfill the link budget that
the system engineer has designed. In this
case the amplifier is called a power amplifier
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(PA). In other sections of the transceiver
chain, we can see some generic amplifiers
(GAs) that are usually designed to maximize
gain, and not necessarily for high power or
low noise. This category of amplifier includes
the variable-gain amplifiers (VGAs). Their
objective is to reduce distortion in sub-
sequent stages, by dynamically optimizing
the gain in order to maintain a constant out-
put amplitude.

In the next sections, the FOMs applicable
to amplifiers are described. A distinction is
made among linear and noise FOMs, which
are of interest primarily for GAs and LNAs
but also for PAs; nonlinear FOMs, which are
primarily applicable to PAs; and transient
FOMs, which are specific for VGAs. As an ex-
ample, Table 1.3 presents a typical datasheet
of an amplifier. The linear FOMs calculable
from S-parameters are the gain as function
of frequency, gain variation over
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temperature, input and output return loss,
and reverse isolation. The noise figure is lis-
ted as well. The nonlinear FOMs listed in
this example datasheet are the 1-dB-com-
pression point, saturated power, and third-
order intercept point. An amplifier datasheet
always includes also the DC operating condi-
tions. The temperature dependency is espe-
cially important for PAs.

Table 1.3 Amplifier datasheet, electrical characteristics
(specified at 25 °C and 50 mA)
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1.8.1 Linear and noise FOMs

Since amplifiers are two-port networks, the
linear FOMs described in Section 1.3 are
generally applicable.

First of all, an RF engineer should be aware
of any mismatch in the input and output
connections, in order to guarantee that the
power loss in these connections is minimal.
This can be expressed by the VSWR, defined
in Section 1.3.1.1, or by the return loss, RL,
defined in Section 1.3.1.2.

The FOM related to noise is the noise fig-
ure, NF, which was defined in Section 1.3.2.1.
The lower the noise figure, the better the
performance of the low-noise amplifier.
Nevertheless, even when not optimized, the
noise figure is usually listed as well in the
datasheets of the other types of amplifiers. It
is a measure for the noise added by the
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amplifier in the system, which is of import-
ance to evaluate the overall noise, as ex-
pressed by the Friis formula (1.31).

The aim of an amplifier is to amplify the in-
put signal, so the gain is its most character-
istic FOM. Before elaborating on the gain, it
is also important to note that an amplifier
should act as an isolator, or at least as a
strong attenuator, in the reverse direction.
Or, in other words, an excitation at its out-
put, e.g., caused by a malfunctioning sub-
sequent block in the chain, should not
propagate to its input because this may dam-
age the preceding blocks. The corresponding
FOM is the isolation. It is related to S12 since
this is the reverse transmission coefficient
(see Section 1.2):

(1.81)
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So intuitively one may think that the gain
of an amplifier is expressed by its S21. It is a
more complex matter, though. In fact, there
are three power gain definitions, which are
the transducer power gain GT, the operating
power gain G, and the available power gain
GA. The three definitions are applicable to
any amplifier, but a given type of power gain
may be more suitable for particular cases, as
we will describe below [1, 2].

Figure 1.30 Power gain definitions.

Before introducing the definitions of these
power gains, we first should introduce some
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other definitions, explained by means of Fig.
1.30.

Figure 1.30 shows a microwave amplifier
that is excited by a source with source im-
pedance ZS and terminated with a load ZL. In
a system design, the load represents the in-
put impedance of the circuit block following
the amplifier, such as the antenna in a trans-
mitter. Similarly, ZS may represent the out-
put impedance of the circuit block preceding
the amplifier. In the subsequent equations,
the amplifier is represented by its S-para-
meters. The source impedance ZS corres-
ponds to the reflection coefficient ΓS, and
similarly the load ZL corresponds to the re-
flection coefficient ΓL.

Two other reflection coefficients are indic-
ated in Fig. 1.30, namely ΓIN and ΓOUT. The
reflection coefficient ΓIN is the input reflec-
tion coefficient of the amplifier followed by
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the load. Similarly, the reflection coefficient
ΓOUT is the output reflection coefficient of
the amplifier preceded by the source imped-
ance. ΓIN and ΓOUT can be expressed in terms
of the blocks’ parameters, as follows (see also
Eq. (1.10):

(1.82)

Note that ΓIN becomes independent of the
load if the amplifier is unilateral. This means
that there is no feedback from output to in-
put, which corresponds to S12 equal to zero.
The measure is the isolation FOM (Eq.
(1.81)). Similarly, ΓOUT is independent of the
reflection coefficient of the source network,
ΓS, if the amplifier is unilateral. Also, ΓIN re-
duces to S11 if ΓL is equal to zero, or in other
words ZL is equal to 50 Ω. Similarly, ΓOUT
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reduces to S22 if ΓS is equal to zero, or, in
other words, the source impedance is 50 Ω.

Before proceeding to the power gain defini-
tions, we still need to define several powers.
The power available from the source is de-
noted as PAVS. The power effectively going
into the amplifier is PIN. PIN is lower than
PAVS if there is a mismatch between the
source and the input of the amplifier. If there
is no mismatch, PIN is equal to PAVS. Simil-
arly, at the output PAVN stands for the output
power available from the amplifier, while PL

is the power delivered to the load. PL is smal-
ler than PAVN unless there is no mismatch
between the amplifier output and the load.

The first power gain definition is the trans-
ducer power gain (GT).

DEFINITION 1.13 The transducer power gain
(GT) is the ratio of the power delivered to
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the load to the power available at the
source.

GT is expressed by the following equation:

(1.83)

(1.84)

The expression has been written as a
product of three factors in order to be able to
better evaluate the contribution of each
block. The first factor, GS, relates to the in-
teraction between the source network and
the input of the amplifier, G0 stands for the
contribution of the amplifier itself, and GL is
related to the interaction between the output
of the amplifier and the load. If the source
and load are perfect, meaning ZS = ZL = 50
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Ω, or ΓS = ΓL = 0, then GT reduces to |S21|
2.

In other words, the power gain definitions
take into account the mismatches between
the amplifier and its preceding and following
blocks. In the case of GT, the mismatches
both at the input and at the output are taken
into account. The transducer power gain is
the best applicable in the real situation when
one wants to know how much power effect-
ively gets delivered to the load when the
source generates a certain power level. As we
will see next, the operating power gain
stresses the mismatch at the output, while
the available power gain relates to the mis-
match at the input. So the aim of the various
power gain definitions is to express the actu-
al power gain when the amplifier is embed-
ded in a system. In the limit when there are
no mismatches at input and output, the three
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power gains reach their maximal values and
are equal to each other,

The next definition is the operating power
gain G.

DEFINITION 1.14 The operating power gain
(G) is the ratio of the power delivered to the
load to the power going into the amplifier.

The corresponding expression is

(1.85)

We note that G is a function of ΓL, while it
is independent of ΓS. In systems, Zload is usu-
ally close to 50 Ω, and therefore the differ-
ences between the various power gain values
are small.
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Figure 1.31 The general scheme for amplifier design.

However, the definitions of power gain are
generally applicable to two-port networks,
and are therefore also made use of during
amplifier design. In such cases, Fig. 1.31 is
appropriate. The amplifier is now represen-
ted as a cascade of three blocks: a central
block that includes the active part, namely
one or more transistors enabling the ampli-
fication, while the other two blocks are the
passive input and output matching networks.
Note that an actual amplifier design may be
more complicated than this general scheme.
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Here again, the central block is represented
by its S-parameters. The input matching net-
work is represented by its reflection coeffi-
cient ΓS, and similarly the output matching
network is represented by its reflection coef-
ficient ΓL. It is assumed in the calculations
that the source has no mismatch, or, in other
words, that its impedance is Z0. The same
applies to the output, where it is assumed
that the terminating load is a Z0 impedance.
So the operating power gain is typically of in-
terest for power amplifiers, because in such
designs the load ZL is optimized for high
power. Usually this value is not matched to
the output impedance of the central active
block, and therefore it reduces the operating
power gain.

Finally, the available power gain GA is
defined as follows.
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DEFINITION 1.15 The available power gain
(GA) is the ratio of the power available from
the amplifier to the power available from
the source.

The corresponding expression is

(1.86)

We note that GA is a function of ΓS while it
is independent of ΓL. So, in amplifier design
(according to Fig. 1.31), the available power
gain is typically of interest for low-noise
amplifiers, because in such designs ΓS is de-
signed to be ΓOPT in order to achieve low-
noise performance (see Section 1.3.2). Usu-
ally this value is not matched to the input
impedance of the central active block, and
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therefore the available power gain is
compromised.

The next FOMs gain in importance, due to
the global drive for less energy consumption.
They are a measure of the efficiency, namely
how efficiently the amplifier converts the
supplied DC power and RF input power into
RF output power. We make the distinction
between efficiency (η) and power added effi-
ciency (PAE). Note that we are referring now
to the actual use of the amplifier, or, in other
words, to the scheme in Fig. 1.30.

DEFINITION 1.16 The efficiency (η) of an amp-
lifier is defined as the ratio between the out-
put power at the fundamental frequency
and the supplied DC power.

The corresponding expression is
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(1.87)

This efficiency is also called the drain effi-
ciency if the active part consists of FETs (or
derived devices such as HEMTs), or the col-
lector efficiency if the amplifier is based on
BJTs (or derived devices such as HBTs). It is
named in this way because this definition
does not take into account the RF input
power injected in to the amplifier.

The second FOM in terms of efficiency is
the power added efficiency or PAE. It is more
complete than η because it does take into ac-
count the RF input power. The definition is
as follows.

DEFINITION 1.17 The power added efficiency
(PAE) of an amplifier is defined as the net
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increase in RF power divided by the DC
power supplied.

The corresponding expression is

(1.88)

As we can deduce from Eq. (1.88), the PAE
converges to η in the case of high power gain
levels.

1.8.2 Nonlinear FOMs

Here again, since amplifiers are two-port
networks, the nonlinear FOMs as described
in Section 1.5 are generally applicable. The
most common FOMs that are listed in ampli-
fier datasheets are the 1-dB-compression
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point P1dB, the third-order intercept point
IP3, the saturated output power Psat, the effi-
ciency, and the power added efficiency, of
which P1dB and IP3 have already been de-
scribed extensively in Section 1.5.

When considering Fig. 1.11, we see that the
output power saturates at high input power.
The reason, as already explained in Section
1.4, is that the output power cannot be high-
er than the supplied power, this being the
sum of PDC and PIN. Since the power-transfer
characteristic at high input powers is not
perfectly flat in practical cases, the saturated
power is usually determined at a certain
compression point, beyond the 1-dB-com-
pression point. A typical approach is to take
the output power at the 3-dB-compression
point as Psat.

1.8.3 Transient FOMs
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The final set of FOMs is related to the transi-
ent behavior of amplifiers. It primarily ap-
plies to VGAs, which are amplifiers whose
gain can be varied by means of a DC control
signal. Depending on the design architec-
ture, this control signal can be part of the DC
bias supply feeding the transistors within the
VGA, or can be applied to a DC bias-depend-
ent component in the matching network
(e.g., a diode). In certain cases a VGA can
also be composed of a GA followed by a vari-
able attenuator. So the gain of the GA is con-
stant and the attenuation is being changed.
Figure 1.32 illustrates how the gain changes
on varying the control voltage.
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Figure 1.32 A variable-gain amplifier controlled by a DC
control bias voltage.

In addition to the amplifier FOMs already
discussed, the range of variability of the
amplifier gain and the speed of change are
key points when describing VGAs. The latter
means that the FOMs become dependent on
the dynamic behavior of the control signal.
For this reason, some typical FOMs from
control theory can be applied, such as the
slew rate, rise time, settling time, ringing,
and overshoot.
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1.8.3.1 Slew rate

DEFINITION 1.18 The slew rate of an amplifier
is the maximum rate of change of the out-
put, usually quoted in volts per second.

Many amplifiers are ultimately slew-rate-
limited (typically by the impedance of a drive
current having to overcome capacitive effects
at some point in the circuit), which some-
times limits the full-power bandwidth to fre-
quencies well below the amplifier’s small-
signal frequency response.

1.8.3.2 Rise time

DEFINITION 1.19 The rise time (tr) of an amp-
lifier is the time taken for the output to
change from 10% to 90% of its final level
when driven by a step input.

170/673



1.8.3.3 Settling time and ringing

DEFINITION 1.20 The settling time is the time
taken for the output to settle to within a cer-
tain percentage of the final value (for in-
stance 0.1%).

The next definition is ringing. Ringing is
the result of overshoot caused by an under-
damped circuit.

DEFINITION 1.21 Ringing refers to an output
variation that cycles above and below an
amplifier’s final value, and leads to a delay
in reaching a stable output.

1.8.3.4 Overshoot

DEFINITION 1.22 The overshoot is the amount
by which the output exceeds its final,
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steady-state value, in response to a step
input.

Table 1.4 presents a typical datasheet of a
VGA. The main difference from a typical
amplifier datasheet is related to the range of
gain variability and the speed of this change.
In case of the example shown in Fig. 1.32, we
see that the response time (10% to 90%) is
25 μs and the control range is 30 dB.

Table 1.4 The variable-gain amplifier. The datasheet for a
broadband amplifier. The electrical characteristics are re-
sponse time (10% to 50%) 25 μs, and control voltage 0 to 5
V.
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1.9 Mixers

As we can deduce from Fig. 1.1, mixers are
essential components in wireless transceiv-
ers since they up-convert the modulated sig-
nal from baseband to RF for wireless trans-
mission, and then also down-convert the
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received RF signal back to baseband. There
are several up-conversion/down-conversion
configurations (e.g., homodyne, superhetero-
dyne, …), among which the most important
ones will be described in Chapter 2 in con-
nection to the internal architecture of meas-
urement instrumentation. There are also
various design topologies (e.g., single-ended,
balanced, double-balanced, …), the descrip-
tion of which is beyond the scope of this
book. The note to make in connection with
FOMs, though, is that mixers can be based
either on diodes (passive mixers) or on tran-
sistors (active mixers). The choice depends
on the requirements of the particular trans-
ceiver design.
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Figure 1.33 The general mixer symbol, where the three
ports are identified.

Figure 1.33 represents a down-converting
mixer. A mixer is a three-port circuit, with as
ports the radio-frequency (RF) port, the local
oscillator (LO) port, and the intermediate-
frequency (IF) port. The RF signal enters the
RF port and gets down-converted to base-
band, and then the corresponding baseband
(or IF) signal exists at the IF port. The mixer
is driven into nonlinear operation by a pump
signal, this being the local oscillator. In the
case of an up-converting mixer, the IF port is
the input and the RF port acts as the output.
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Table 1.5 shows an example datasheet of a
mixer. The mixer FOMs will be clarified in
the next sections. We make the distinction
between two-port and three-port FOMs.
Throughout the FOM definitions and expres-
sions, we assume that the mixer is a down-
converter. Similar expressions for an up-con-
verting mixer can easily be deduced.

Table 1.5 A mixer datasheet
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1.9.1 Two-port FOMs

In terms of FOMs, a mixer is often con-
sidered as a two-port circuit, because the op-
eration of interest is happening between the
RF and IF ports. The modulated signal is
down-converted between the RF port and IF
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port, or up-converted between the IF and RF
ports, while the signal entering the LO port
is kept constant at a high power level. For
this reason, the concepts introduced in Sec-
tion 1.5 are applicable to mixers.

The first FOM is the conversion loss L.

DEFINITION 1.23 The conversion loss (L) of a
down-converting mixer is the ratio of the RF
input power and the IF output power.

Mathematically,

(1.89)

where PAVS,RF is the power of the modulated
input signal at the RF carrier frequency, and
PAVN,IF is the output power of the down-con-
verted signal at IF.

In the case of a diode-based mixer, there is
always a conversion loss since diodes have
no gain. Even using transistors as the
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nonlinear element in the mixer, there is a
conversion loss or at most a small conversion
gain. The reason is that the transistors have
to be operated in a strongly nonlinear condi-
tion, e.g., near to pinch-off operating condi-
tions, which corresponds to low gain. Owing
to losses in the matching networks, the over-
all conversion is often a loss.

The FOMs which are a measure for the lin-
earity of the mixer are the input 1-dB-com-
pression point InP1dB and the input third-or-
der intercept point IIP3. These two FOMs
have already been introduced in Sections
1.5.1 and 1.5.2, but in the case of mixers they
are usually referred to the input, as opposed
to what is done in the case of amplifiers,
where P1dB and IP3 are usually referred to
the output.

Mixers also have a noise contribution. The
corresponding FOM is the single-sideband
noise figure (SSBNF). It is defined in an
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analogous way to the noise figure NF of a
linear two-port device (see Section 1.3.2), but
now taking into account that the frequency
at the output of a mixer is different from the
frequency at the input of the mixer.

DEFINITION 1.24 The single-sideband noise
figure (SSBNF) for a mixer is the decibel
value of the signal-to-noise ratio at the in-
put of the mixer at RF divided by the signal-
to-noise ratio at the output of the mixer at
IF.

Mathematically, the noise factor for a mix-
er Fmixer is

(1.90)

where SI,RF = PAVS,RF is the signal power at
the input of the mixer at RF, SO,IF = PAVS,IF is
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the signal power at the output of the mixer at
IF, NI,RF is the available noise power at the
input of the mixer at RF, NO,IF is the avail-
able noise power at the output of the mixer
at IF, and L is the conversion loss.

Consequently, the noise figure is given by

(1.91)

1.9.2 Three-port FOMs

The next set of FOMs consists of FOMs that
are related to the three-port nature of the
mixer.

In general, a mixer has mismatches at each
of its ports, like any other microwave circuit.
As in the case of linear two-port networks
(see Section 1.2), the port mismatches of a
mixer are represented by the VSWR or re-
turn loss RL. Even though the mixer is a
nonlinear circuit, and thus the reflection
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coefficients at each of the three ports may be
dependent on the input power, a constant
value corresponding to normal operating
conditions is listed in mixer datasheets.

The aim of a down-converting mixer is to
convert the signal at RF to a signal at IF. Any
other frequency components in the signal’s
spectrum are unwanted, and therefore
should be avoided. A distinction is made
between on the one hand the leakage of the
LO and IF signals to the other ports (see
later) and on the other hand the harmonics
and intermodulation products generated due
to the nonlinear operating mode of the mix-
er. Owing to the small frequency offset
between the RF and LO signals, the out-of-
band unwanted spectral components can
easily be filtered out. Commercial mixers
usually have such filters included in the
package already.
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Since the LO power is high in order to drive
the mixer in nonlinear operation, one should
avoid having part of this signal leak to the RF
and IF ports, because such signal may dam-
age the circuit block preceding or following
the mixer. Similarly, one wants to avoid hav-
ing part of the IF output power couple back
to the RF port. The possibility of leakage
from the IF port to the LO port is usually ig-
nored, since the IF power is very small com-
pared with the LO power. In the case of pass-
ive circuits and amplifiers, such unwanted
coupling between ports is called isolation
(see Section 1.8.1). In mixer datasheets, both
“isolation” and “leakage” are used. The vari-
ous leakages are defined as follows.

DEFINITION 1.25 The LO/RF leakage of a
mixer is equal to the ratio of the power at
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LO frequency at the RF port and the LO
power.

Mathematically,

(1.92)

with PLO the input power at the LO port and
at LO frequency, and PRF,LOfreq the output
power at the RF port and at LO frequency.

DEFINITION 1.26 The LO/IF leakage of a mix-
er is equal to the ratio of the power at LO
frequency at the IF port and the LO power.

Mathematically,

(1.93)

with PIF,LOfreq the output power at the IF
port and at LO frequency.
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DEFINITION 1.27 The RF/IF leakage of a mix-
er is equal to the ratio of the power at IF fre-
quency at the RF port and the IF power.

Mathematically,

(1.94)

with PIF the input power at the IF port and at
IF, and PRF,IFfreq the output power at the RF
port and at IF.

The final thing to note is that all of these
FOMs are temperature-dependent.

1.10 Oscillators

1.10.1 Oscillator FOMs

Oscillators can come in various forms, so we
will include in this chapter various of these
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flavors. They can be free-running oscillators,
voltage-controlled oscillators, and synthes-
ized ones. For all of those types, the oscillat-
or characteristic to be considered as the first
and most important FOM is the frequency of
operation.

Actually, oscillators are produced to gener-
ate a typical signal waveform. In the case of
microwave and RF circuits, this waveform is
most of the time a sinusoidal signal. A sine-
wave signal generator produces nothing oth-
er than a voltage that changes as a function
of time in a sinusoidal manner, as shown in
Fig. 1.34.
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Figure 1.34 A sine-wave oscillator, where the period defin-
ition is marked.

In this sine wave we can define a frequency,
which is the number of cycles per second at
which the waveform repeats itself, and the
amplitude of the waveform. Mathematically,
it is represented by

(1.95)

It is expected that an oscillator is a pure
sine wave, but most of the time this is not
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true. The generator is corrupted by other
factors that will have a significant impact on
the output waveform. For instance, on con-
sidering Fig. 1.35, it is clear that an import-
ant characteristic of the oscillator is the fre-
quency stability, that is how well the fre-
quency is maintained over time. In fact the
term frequency stability encompasses the
concepts of random noise, intended and in-
cidental modulation, and any other fluctu-
ations of the output frequency of a device.
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Figure 1.35 Frequency stability, where the change in signal
frequency over time can be seen.

1.10.1.1 Frequency stability

DEFINITION 1.28 Frequency stability is in
general the degree to which an oscillating
source produces the same frequency value
throughout a specified period of time. It is
implicit in this general definition of fre-
quency stability that the stability of a given
frequency decreases if the wave shape of the
signal is anything other than a perfect sine
function.

We can also further present the short-term
and long-term stability, which are usually ex-
pressed in terms of parts per million per
hour, day, week, month, or year. Long-term
stability represents phenomena caused by
the aging of circuit elements and of the
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material used in the frequency-determining
element. Short-term stability relates to fre-
quency changes of duration less than a few
seconds about the nominal frequency. The
reader is directed to [10] for more
information.

Since we are dealing with an electronic
generator, that is, one based on a strong
nonlinearity, the generation of harmonics, as
explained in Section 1.4.1, is also very im-
portant, since it can create harmonic com-
ponents in the output signal.

1.10.1.2 Phase noise

The presence of noise in the electronic com-
ponents can also create another non-ideal
behavior of the sine wave. This is most of the
time accounted for using the FOM called
phase noise (Fig. 1.36), since the noise will
behave as a corrupted phase in the output
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signal. In this case the output sine wave can
be represented as

(1.96)

This phase-noise FOM is the term most
widely used to describe the frequency stabil-
ity’s characteristic randomness. There are
also other terms, such as spectral purity,
which refers to the ratio of signal power to
phase-noise sideband power.

Figure 1.36 Phase-noise representation.
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For a correct evaluation of frequency stabil-
ity, and thus of phase noise, we should calcu-
late the power spectral density of the wave-
form. In this case, for the waveform presen-
ted by Eq. (1.96), the power spectral density
is

(1.97)

where Sg(>f) represents the two-sided spec-
tral density of fluctuations of the output
waveform.

Actually Glaze, in his chapters in [10], dis-
cussed a possible definition of frequency sta-
bility that relates the sideband power of
phase fluctuations to the carrier power level.
This quantity is called £(f ).

DEFINITION 1.29 £(f ) is defined as the ratio
of the power in one sideband, referred to the
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input carrier frequency on a per-hertz-of-
bandwidth spectral-density basis, to the
total signal power, at Fourier frequency dif-
ference δf from the carrier, per device. In
fact, it is a normalized frequency-domain
measure of phase-fluctuation sidebands, ex-
pressed in decibels relative to the carrier per
hertz:

(1.98)

On looking at a typical oscillator datasheet
from a manufacturer, it is clear that most of
the FOMs explained here are represented in
the datasheet, as depicted in Table 1.6.

Table 1.6 An oscillator data sheet
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a Nominal output frequency set by VCNOM = VDD/2.

bTime from power-up or tri-state mode to f0.

1.11 Frequency-multiplier FOMs

Frequency multipliers are circuits that con-
vert an input signal at frequency f0 into an
output signal at a frequency that is a multiple
of f0. Their use in wireless transceivers is
usually in combination with oscillators. The
higher the required LO frequency, the more
difficult it is to design and fabricate
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oscillators with low phase noise. So the ap-
proach used is to take a very good oscillator
at a lower LO frequency and then up-convert
this frequency by means of a frequency mul-
tiplier. Typical multiplication factors in prac-
tical designs are in the range 2–4, because
the higher the multiplication factor the high-
er the conversion loss (see later for the defin-
ition). Using a frequency multiplier does in-
crease the phase noise, by a factor equal to
the multiplication factor, but the resulting
phase noise is still typically lower than that
of an oscillator at the higher frequency.
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Figure 1.37 Frequency doubling, showing the input and
output spectrum components.

Figure 1.37 shows schematically a fre-
quency doubler. In this example, the input
signal is a single-tone signal at frequency f0,
and the intended output signal is at 2f0.
Since the output signal of a linear circuit is
by definition at the same frequency as the
frequency of the input signal (see also Sec-
tion 1.2), any frequency-converting circuit
(frequency multipliers but also mixers) is a
nonlinear circuit, and therefore unwanted
spectral components are generated at the
output as well, e.g., at f0 and 3f0. The latter
are characterized by the frequency-multiplier
FOMs which we will define next.

The first FOM of a frequency multiplier is
the conversion loss, which is defined simil-
arly to that in the case of mixers (see Section
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1.9.1). The definition, with n the multiplica-
tion factor, is as follows.

DEFINITION 1.30 The conversion loss (L) of
an n times frequency multiplier is the ratio
of the input power at frequency f0 and the
output power at frequency nf0.

Mathematically,

(1.99)

As in the case of mixers, there is usually no
conversion gain, even when the frequency
multiplier is based on transistors.

At the output, we want to have a clear out-
put signal at the multiplied frequency. So
both the f0 spectral component and un-
wanted harmonics should be sup-
pressed. This is achieved by design, e.g., by
using a circuit architecture that
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automatically suppresses the f0 component,
and/or by incorporating dedicated filters in
the circuit’s package. The corresponding
FOMs are the fundamental and harmonic
rejections.

DEFINITION 1.31 The fundamental rejection is
the ratio of the output power at frequency
nf0 and the output power at frequency f0.

Mathematically,

(1.100)

The rejection is usually expressed in dBc,
which is the difference, expressed in
decibels, relative to the wanted signal, or
carrier.

DEFINITION 1.32 The harmonic rejection is
the ratio of the output power at frequency

198/673



nf0 and the output power at frequency
.

Mathematically,

(1.101)

Finally, as with all electronic circuits, the
characteristics of a frequency multiplier are
temperature dependent.

An example datasheet of a frequency dou-
bler is presented in Table 1.7.

Table 1.7 A frequency-multiplier datasheet

Min., minimum; Max., maximum; Typ., typical.
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1.12 Digital converters

Finally, this chapter would not be complete if
digital converters were not included.

Digital converters, either analog to digital
(ADC) or digital to analog (DAC), are becom-
ing a key component in radio and wireless
communication circuits and systems. Actu-
ally, the advent of software-defined radio
(SDR) and/or cognitive radio (CR) is moving
this technology faster to higher frequencies
and thus to new characterization procedures.

An ADC converts an analog signal to digital
quantities, by operation in two axes over the
continuous time-domain analog signal.
These two axes correspond to a sampling in
time and a sampling in amplitude, usually
called quantization [11].

Sampling in time corresponds to sampling
the time-domain signal at some discrete
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points with a sampling frequency that should
obey the Nyquist frequency. Sampling in
amplitude corresponds to sampling the amp-
litude axis at discrete points also. Quantiza-
tion and sampling at the same time corres-
ponds to picking up the sampled points both
in time and amplitude and constraining
them to fit a pre-determined matrix. This
fact leads to several important FOMs, since
the time sample can and will generate ali-
asing errors, while the quantization will gen-
erate a minimum-noise floor that will
severely degrade the output digital signal, by
adding quantization noise to it. This is illus-
trated in Fig. 1.38.
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Figure 1.38 Sampling and quantization procedures.

The study of sampling and quantization
noise is beyond the scope of this book, but
the reader is directed to reference [11] for
more information.

Traditional ADC/DAC applications are at
low frequencies, and thus some of the
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characterizations and FOMs used are low-
frequency-related ones. For instance, we can
have offset errors, gain errors, integral non-
linearities, differential nonlinearities, and
special FOMs related to the quantization
noise.

1.12.1 Figures of merit

The more traditional FOMs can be defined as
follows.

DEFINITION 1.33 The gain error is the differ-
ence between the measured and ideal full-
scale input voltage range of the ADC.

DEFINITION 1.34 The offset error is the DC
offset imposed on the input signal by the
ADC, reported in terms of LSB (codes).

1.12.1.1 ADC time behavior

203/673



Some of the FOMs related to the time beha-
vior of the ADC include the following:

DEFINITION 1.35 The aperture uncertainty is
related to the signal jitter, which is the
sample-to-sample variation in aperture
delay.

DEFINITION 1.36 The Encode pulse width/
duty cycle. Pulse width high stands for the
minimum amount of time the Encode pulse
should be left in the Logic 1 state to achieve
the rated performance, while pulse width
low is the minimum time the Encode pulse
should be left in the low state.

DEFINITION 1.37 The maximum conversion
rate is the maximum Encode rate at which
the image spur calibration degrades by no
more than 1 dB.
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DEFINITION 1.38 The minimum conversion
rate is the minimum Encode rate at which
the image spur calibration degrades by no
more than 1 dB.

DEFINITION 1.39 The output propagation
delay is the delay between a differential
crossing of one Encode and another Encode
(or zero crossing of a single-ended Encode).

DEFINITION 1.40 The pipeline latency is the
number of clock cycles by which the output
data lags relative to the corresponding clock
cycle.

DEFINITION 1.41 The signal-to-noise ratio for
ADCs (SNRADC) is the ratio of the RMS sig-
nal amplitude (set at 1 dB below full scale)
to the RMS value of the sum of all other
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spectral components, excluding harmonics
and DC.

For an ideal ADC one can represent this
value as

(1.102)

where N is the number of bits of the ADC.

DEFINITION 1.42 The effective number of bits
(ENOB) corresponds to the number of bits
that we can have when considering not the
ideal but the measured SNR.

The ENOB is calculated from the measured
SNR as follows:

(1.103)

1.12.1.2 ADC nonlinear behavior
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Some FOMs are also related to the nonlinear
behavior of the ADC.

DEFINITION 1.43 The differential nonlinearity
is the type of nonlinearity that corresponds
to the deviation of any code width from an
ideal one-least-significant-bit (LSB) step.

DEFINITION 1.44 The integral nonlinearity is
the deviation of the transfer function from a
reference line measured in fractions of 1
LSB using a best straight line determined by
a least-square-curve fit.
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Figure 1.39 The impact of nonlinear behavior on the ADC
quantization curves.

These two FOMs can be seen in Fig. 1.39.
From a wireless point of view, nonlinearity

can also be characterized by using typical
measures of intermodulation and harmonics
as previously presented in Section 1.5.

DEFINITION 1.45 The second-harmonic dis-
tortion is the ratio of the RMS signal
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amplitude to the RMS value of the second-
harmonic component, reported in dBFS
(dBFS means dB full scale, which means x
dB below the full scale).

DEFINITION 1.46 The third-harmonic distor-
tion is the ratio of the RMS signal amplitude
to the RMS value of the third-harmonic
component, reported in dBFS.

DEFINITION 1.47 The signal-to-noise-and-dis-
tortion (SINAD) ratio is the ratio of the RMS
signal amplitude (set 1 dB below full scale)
to the RMS value of the sum of all other
spectral components, including harmonics,
but excluding DC and image spur.

DEFINITION 1.48 The two-tone intermodula-
tion distortion rejection is the ratio of the
RMS value of either input tone to the RMS
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value of the worst third-order intermodula-
tion product, reported in dBc.

Sometimes the characterization of analog
converters also includes several FOMs re-
lated to any spurious signals that are visible
at the output signal. Those FOMs include the
following.

DEFINITION 1.49 The spurious-free dynamic
range (SFDR) is the ratio of the RMS signal
amplitude to the RMS value of the peak
spurious spectral component, except the im-
age spur. The peak spurious component
may, but need not, be a harmonic. It can be
reported in dBc (that is, it degrades as the
signal level is lowered) or dBFS (always re-
lated back to converter full-scale).

210/673



Table 1.8 An ADC datasheet (for VA = 3.7 V, VC = 1.5 V,
ENCODE = 400 MSPS, and 0 °C ≤ T ≤ 60 °C, unless spe-
cified otherwise)
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Other FOMs consider the VSWR, IMR,
ACPR, NPR, etc. which were presented in
Sections 1.3 and 1.5 on linear and nonlinear
FOMs.

Table 1.8 presents a typical ADC datasheet.
From the datasheet it is clear that the FOMs
of an ADC related to the RF part are focused
specifically on the signal-to-noise ratio
(SNR), or, if we include distortion, the
signal-to-noise-and-distortion (SINAD) ra-
tio, or, if we include all types of possible
spurious we can have the spurious–free dy-
namic range, which is related not only to the
noise, but also to the maximum signal al-
lowed before clipping. All these characterist-
ics are expressed in dBFS.

Problems

1.1 Prove the expressions for ΓIN and ΓOUT

in Eq. (1.82).
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1.2 Knowing that a receiver has a sensitivity
of −100 dBm, what should be the maximum
power an out-of-band interferer can have in
order to maintain signal quality? Consider
that the receiver has a gain of 10 dB, that the
useful signal has a bandwidth of 100 KHz, an
NF of 2 dB, 1-dB-compression point of 30
dBm, and an IP3 of 47 dBm, and that signals
out of band have an extra 50 dB rejection
due to the use of an input filter.
1.3 In your view, what is preferable in a
transceiver: to have high gain and low NF at
the first stage of the receiver, or to have high
gain and high IP3?
1.4 In a receiver chain, the first block is a
cable, followed by an amplifier and a mixer.
Considering that the loss in the cable is 3 dB,
the amplifier gain is 10 dB with an NF of 2
dB, and the mixer has an insertion loss of 10
dB, calculate the overall NF.
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1.5 Explain why we use a low-noise amplifi-
er in the receiver chain and a power amplifi-
er in the transmitter chain.
1.6 What is the main impact of phase noise?
1.7 How can you evaluate the impact of
phase noise on digital systems?
1.8 What is the difference between gain and
underlying linear gain?
1.9 Comment on the relationship between
the 1-dB-compression point and IP3.
1.10 Explain why the EVM can be calculated
using the SNR, not the ACPR.
1.11 What are the main limitations of digital
converters?
1.12 If we have a system with NPR = 10 dB,
what will the EVM be?
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2 Instrumentation for
wireless systems

2.1 Introduction

In the first chapter the main figures of merit
for microwave and wireless circuits and sys-
tems were presented. Those figures of merit
are fundamental for a correct specification of
the system to be built, and thus their identi-
fication and measurement are key to the suc-
cess of the wireless engineer.



In order to perform correct measurements
of those figures of merit, a set of instruments
should be used. These instruments should be
jointly capable of identifying the most im-
portant parameters of the system and
clearly, and without any ambiguity, captur-
ing the correct values to be measured.

Several types of instrumentation were de-
veloped for gathering all these values and
thus clearly identifying the quantities to be
measured and specified. In this chapter we
present a description of how these instru-
ments work, and their main drawbacks will
be explained. For each instrument the quant-
ities to be measured, the internal architec-
ture, the definition of the main instrument
parameters, and its calibration procedure
will be covered. This is done for the main
and most important instruments available to
microwave and wireless engineers, namely
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(1) power meters

(2) spectrum analyzers

(3) vector signal analyzers

(4) real-time signal analyzers

(5) vector network analyzers

(6) nonlinear vector network analyzers

(7) oscilloscopes

(8) logic analyzers

(9) noise-figure meters

2.2 Power meters

Power and energy are the most important
quantities to be measured in any wireless
system. It is the use of power quantities that
allows us to quantify and design high-quality
and efficient wireless systems and networks.
Actually, the two main quantities to be
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measured in terms of a wireless link are the
transmitted power and the sensitivity (the
minimum power that the system should re-
ceive for a predetermined signal-to-noise ra-
tio). For instance, it should be clear that, in a
wireless link with line of sight, doubling the
power means increasing the geographic area
which will be covered, and consequently
more users will be served by a wireless com-
munication system, implying a significant re-
duction in cost.

Actually, the demand for power is so high
that a correct measurement of its value is
fundamental, not only during the design of
power amplifiers, but also during installation
and throughout their use, for instance, a mo-
bile phone is continuously measuring power
for handover decisions.

This brings us to the discussion of how to
measure the power of a wireless signal.
Power is actually a physical term that is used
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to describe the average amount of energy, or
work, that is spent per unit of time. So power
is nothing other than the amount of joules
spent per unit time, which is measured in
watts. In the past it was also described in
terms of horsepower, by analogy to steam-
driven machines in the industrial revolution
[1].

From a mathematical point of view the
main objective when evaluating power is to
calculate the amount of energy spent per
time as

(2.1)

where Energy is the energy being expended
during the time span ∆t.

The unit of power that is used in this book
is the watt, W = J/t with J being energy in
joules and t time in seconds.
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From a signal perspective, energy can be
calculated by integrating each individual en-
ergy pattern over time, that is

(2.2)

with

where Es is the signal energy, represents
the averaging operation over time, and E
represents the true energy spent on an elec-
trical component with load R.

The power within a time window can thus
be calculated as

(2.3)

where τ in this case is the duration of the
time window. If the signal is periodic and τ =
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T, the average power of the device is
obtained.

In an electrical circuit, the energy is actu-
ally calculated as the amount of current tra-
versing a component multiplied by the
voltage across its terminals. This can be eas-
ily understood since voltage is expressed in
joules per coulomb, V = [J/C]. The coulomb
is defined as the unit of electrical charge,
which corresponds to the charge transported
by a constant current of 1A. This means that
the energy and subsequently power can be
given by

(2.4)

where v(t) and i(t) are, respectively, the in-
stantaneous voltage across and the instant-
aneous current through the electrical
component.
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For example, if we analyze a simple circuit
consisting of a resistance R, as in Fig. 2.1, ex-
cited by an RF signal, for instance a sinus-
oidal waveform, described by its voltage over
time as v(t) = A cos(ωt), the average power
that is dissipated in the resistance R over a
period of time is given by

Figure 2.1 A simple resistive circuit, used as an example
for the power calculation.

(2.5)

Often a logarithmic scale (Table 2.1) is used
in wireless communications to express
power. So power is not expressed in watts,
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but is given in dBW, which is equal to P
[dBW] = 10 log(P [W]/1[W]). Even more
commonly, the value is referred to 1 mW,
called dBm, P [dBm] = 10 log(P
[W]/1[mW]).

Table 2.1 Logarithmic conversions

2.2.1 How to measure power

As explained, power is the measure of energy
per unit time, which means that measuring
power actually corresponds to measuring en-
ergy. So power in wireless circuits can be
measured indirectly using ways to measure
the current and voltage at the output
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terminal of the wireless circuit, which is the
process used for low-frequency components.
At high frequencies, it is difficult to measure
the voltage and current, since their values
depend on the location (see Eq. (1.2)), and
therefore other forms of measuring power
should be considered.

Going back in time, history reveals to us
that being able to measure power was actu-
ally the first important need for wireless en-
gineers, since it was a way to guarantee that
the wireless system was working correctly.
Mainly the measurement of power versus
frequency, giving rise to the first evaluations
of the power spectral density was the in-
terest. Nevertheless, the need in this case is
still to measure a propagating wave and to
evaluate either its instantaneous power,
most of the time called the peak power, or its
average value, which is normally called
simply the power.
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Wireless transmitted power was then
measured using indirect ways; that is, the
engineer tried to evaluate the power being
transmitted in term of the impact on a cer-
tain material, and thereby to measure indir-
ectly the power that most of the time was ab-
sorbed by the measuring instrument. Some
of these procedures include the use of a
fluorescent screen, which reveals the power
absorbed by the fluorescent probe [2].

Others used the fact that sending energy
into certain materials increases their temper-
ature, and thus, by measuring the temperat-
ure rise, power can be measured indirectly
(Fig. 2.2). These materials include liquids
and other types of devices, Fig. 2.3 [2, 3].
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Figure 2.2 Indirect measurement of power, using the tem-
perature rise of a material that heats up in consequence of
power dissipation.

Figure 2.3 Thermal sensors, from left to right: different
metallic wires connected, using a junction with insulating
material, and using a junction with insulating material and
grounded.

Electrical probes were used as well, result-
ing in improved measurement accuracy.
Those include thermistors and thermocouple
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sensors, which were very important in the
1970s (see Fig. 2.3).

More recently also diodes were used [2, 3].
Exploiting their nonlinear behavior, the DC
value arising from nonlinear conversion is
another indirect way to measure power. The
diode probe is actually the most used ap-
proach for peak power measurements [2, 4].
Despite the fact that there are several power-
meter configurations, in this book we will ex-
clusively deal with thermocouple and diode
probe power meters, which are the most im-
portant power probes on the market for
wireless circuits and systems.

2.2.2 The thermocouple principle

As described in the previous section, thermo-
couples allow one to measure wireless power
by evaluating indirectly the heating of a
device, namely the thermocouple.
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Thermocouple sensors have been the optim-
al choice for power measurements ever since
their appearance in the 1970s. The most im-
portant facts justifying this choice can be
summarized as follows.

1. A thermocouple exhibits a square law that
is inherent to its characteristics, meaning
that the DC value at its output is propor-
tional to the RF power, and thus to the
square of the RF input voltage.

2 At that time (during the 1970s), thermo-
couples were the best technology, in com-
parison with other, similar thermal
sensors.

Thermocouples are truly “average detect-
ors,” since the temperature will increase irre-
spective of the type of signal at their input,
or, in other words, they are mainly sensitive
to the average power of the exciting signal. A
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thermocouple can measure power levels as
low as −30 dBm, and is very well behaved in
terms of uncertainty due to its good values of
VSWR.

But a question arises, namely what are
thermocouples?

Thermocouples are based on the fact that
two different metals can generate a voltage
due to temperature differences between the
two metals. The physical principle is illus-
trated by Fig. 2.4. When a metal is heated at
one terminal, several electrons become free
due to thermal agitation, and the increased
density of those electrons at the heating spot
creates a current diffusion to the other side
of the material. This current phenomenon
gives rise to a force according to Coulomb’s
law. This force creates an electric field that
will further give rise to a voltage source,
called the Thomson electromotive force
(emf).
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Figure 2.4 The physical principle of a thermocouple,
where a diffusion current is formed due to thermal
agitation.

Now, if two metals are used as in Fig. 2.5,
then the same phenomenon appears, and
gives rise to a diffusion of current, and sub-
sequently to emf. This phenomenon is called
the Peltier effect [2].
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Figure 2.5 A thermocouple in real operation, combined
with a voltmeter; V0 = V1 + Vh − V2.

A thermocouple is thus a circuit consisting
of two materials at different temperatures
that, when kept together, will generate a
current flowing in the loop as long as the
two materials are held at different temper-
atures. If now the loop is broken and a volt-
meter is included, then the generated emf
can be measured. The thermocouple circuit
will thus use both the Thomson emf and the
Peltier emf to produce the final thermoelec-
tric voltage, which is called the Seebeck emf.
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These thermocouples are cascaded to cre-
ate a thermopile, which significantly in-
creases the voltage drop. In order to heat one
of the metals, the RF signal is passed
through a metal resistor, normally made of
thin film (usually tantalum nitride), while
the sensor itself is made of silicon. A detailed
analysis can be found in [2].

Therefore the complete thermocouple is ac-
tually a combination of a thermal resistor,
which heats up when traversed by an RF sig-
nal, and a thermocouple that converts a tem-
perature rise into a voltage.

A typical thermocouple sensor from a com-
mercial manufacturer can be seen in Fig. 2.6,
where two thermocouples are seen connec-
ted together to form the power sensor.
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Figure 2.6 An example of conditioning of a thermocouple
signal, from a real implementation.

Typical sensors from manufacturers are de-
signed in order to have a thermocouple with
a predetermined thermal power, for instance
250 μV/°C, and a certain value of the
thermal resistance, for instance 0.4 °C/mW.
The overall sensitivity is the combination of
these two values, and, in this example, it is
100 μV/mW.

Since these thermocouples are based on the
heating of a thermal resistor, and the circuit
is not free of thermal capacitance, the
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heating mechanisms will take a certain
amount of time to heat the thermocouple to
a steady state, and therefore it takes a certain
amount of time to guarantee a precise con-
stant voltage value (Fig. 2.7).

Figure 2.7 Thermocouple measurement variation over
time.

Moreover, care should be taken when using
this type of sensor, mainly due to the
maximum-temperature limitation and the
degradation over time, especially regarding
the thermal characteristics of resistors.
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2.2.3 The diode probe principle

As we saw in Section 2.2, the objective of
measuring power implies nothing other than
measuring the square of the voltage over a
resistor as in Eq. (2.5). Thus any element
that behaves quadratically with the applied
RF voltage could be a candidate for power-
measurement probes.

One such element is the diode, since the di-
ode behaves as a quadratic device in a cer-
tain part of its characteristic. Actually, one
started to use diodes as power probes in the
1970s. Diodes based on the low-barrier
Schottky technology were the first compon-
ents at microwave frequencies that were
rugged and gave repeatable results from di-
ode to diode.
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Diode probes can detect and measure
power as low as −70 dBm (100 pW) at mi-
crowave frequencies.

In order to understand the basic principle
of a diode power probe, consider its I–V
characteristic, as presented in Fig. 2.8.

Figure 2.8 A typical diode I−V characteristic.

The I–V characteristic of the diode can be
described by
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(2.6)

where VT = nkBT/q, kB is Boltzmann’s con-
stant, T is the absolute temperature, q is the
charge of an electron, n is a correction con-
stant to fit the model to experimental data (n
is most of the time equal to 1.1), and Is is the
inverse current.

This model presents an exponential behavi-
or; that is, the current traversing the diode
can be related to the exponential voltage ap-
plied to its terminal.

If we now approximate this function near a
predetermined bias point, VDBias, with a
Taylor-series expansion, then the current
flowing through the diode becomes

(2.7)

where vd = VD − VDBias.
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For a real circuit as sketched in Fig. 2.9(a),
the variation of the diode current, and sub-
sequently of the voltage across the resistor,
RLOAD, can be described as presented in Fig.
2.9(b). In this figure, it is possible to see that,
during a certain variation of the input
voltage swing, the output actually behaves
quadratically. This means that the probe can
be used for measurement of RF power if the
input power does not exceed the range of
validity. If it goes beyond that limit, then
there will be an error in the measurement
due to the non-quadratic behavior of the di-
ode. However, this can be calibrated out, as
we will see in Section 2.2.5.
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Figure 2.9 A simple diode power probe circuit and diode
quadratic behavior. (a) A simple diode power probe circuit.
(b) Diode quadratic behavior, where the x-axis is the corres-
ponding power.

The power-measurement mechanism in the
diode power probe can be described as fol-
lows. Consider an input voltage of Vin = A
cos(ωt). The output of Eq. (2.7) when
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truncated to the second order (quadratic be-
havior) is given by

(2.8)

So we can deduce from Eq. (2.8) that, after
filtering, which is achieved by the capacitor
at the output of the circuit shown in Fig.
2.9(a), the final current under DC operation
will be

(2.9)

If the bias current ID0 is small or can be
eliminated, then the RF power transformed
into DC voltage is proportional to the square

of the RF input voltage, A2, which is the prin-
ciple of this type of power probe.

If a modulated signal is used as the input
signal, then the mathematics that lead to the
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DC voltage are much more complex. The
reader is referred to [5] for more
information.

Modern power probes that are based on di-
odes are fabricated using GaAs Schottky di-
odes with a process called planar doped bar-
rier (PDB) technology, which provides im-
proved performance over traditional diode
technologies. Modern diode power probes
also outperform thermocouples. More in-
formation can be gathered from [2].

2.2.4 Power-meter architecture

In the previous sections we have seen how
power can be measured and how to design
and build a power sensor that is based on
either a diode or a thermocouple. In both
cases, the probe will generate a very small
DC voltage, and thus some signal processing
should be done prior to the real
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measurement in the power-meter
instrumentation.

The basic power-meter configuration in-
cludes the power sensor, which is essentially
the power probe, and the power meter itself,
where the calculations are done, Fig. 2.10.
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Figure 2.10 Power-meter block architecture, including a
power sensor and the power-meter reading display.

This power meter is most of the time a pro-
cessor with the capability to measure the DC
voltage, apply the calibration corrections
(see Section 2.2.5), and then convert it to a
power value, shown in watts or decibels on
its display.

On looking in more detail at Fig. 2.10, we
can clearly identify the power probe, includ-
ing in this case the power sensor and a signal
modulator, which is used for transmission of
the DC-value information over a cable, with
a high SNR. One possibility is to use a chop-
per modulator.

The second box that can be seen in Fig.
2.10 is the power meter itself, which consists
of amplifiers, a chopper demodulator, and a
voltmeter that actually will measure the DC
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value and then will feed this information to a
processor in order to display the correct in-
formation. These final stages are implemen-
ted by a DSP core in modern power meters.

Finally, a reference oscillator is also seen in
the system. This is used for calibration pur-
poses, as will be explained in the next
section.

2.2.5 Power-meter sources of error

Measurement errors are a cause of incorrect
measurements. These errors can be accoun-
ted for and sometimes eliminated by using
calibration procedures. Nevertheless, there
are some uncertainties that cannot be
eliminated.

Uncertainty can be defined as “The estim-
ated amount or percentage by which an ob-
served or calculated value may differ from
the true value.” Thus in our case uncertainty
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is the amount of measurement error we
could expect in percentage terms (%).

In power meters, uncertainty can arise
from power-reference uncertainty.
Since we are using a power reference for our
calibration, namely the reference oscillator
described above, we should be aware that
uncertainty can also arise from errors in the
power reference. Reference generators con-
tribute typically an uncertainty of 1% over
one year.

Instrument uncertainty can also arise from
nonlinearities, attenuator errors, amplifier
gain uncertainties, and errors due to the in-
dividual components of the instrument itself.
Typical values are around 0.5%.

As was seen above, the probe head can be-
have nonlinearly, especially in diode power
probes. In this case tests should be carried
out prior to measuring. The tests should in-
clude a sweep of power at the input of the
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probe and then evaluating the plot of output
power versus input power, which is a must in
order to guarantee a correct calibration of
the power probe. This type of error can actu-
ally be removed in the case of continuous-
wave (CW) signals. By connecting a
frequency-swept generator at the input of the
probe, and comparing the measured value
with the expected value, i.e., the power set by
the generator, any problems can be detected.
For more complex signals, research to re-
duce this type of error is under way [5].

Another important source of uncertainty is
the mismatch error that arises when measur-
ing a DUT with a power meter that is not
matched to the power probe impedance. The
error due to the standing wave appearing on
this connection will degrade the accuracy of
power measurement.

Consider that the probe has a good VSWR,
e.g., VSWR= 1.15:1, and that the DUT is
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significantly mismatched, e.g., VSWR = 2:1.
In this case, the overall error will be

(2.10)

So, in this example, the error is near 0.2 dB
in the power measurement. This type of er-
ror could be minimized if a match were
forced, for instance by using a good-quality,
e.g., low-VSWR, attenuator between the
DUT and the power sensor, but then the at-
tenuator should be correctly characterized.

Moreover, when measuring the power
arising from a DUT, the main objective is to
capture all the power going in the probe,
called the incident probe power, Fig. 2.11.
The incident wave to the power meter is,
however, not completely accounted for, since
part of the energy is also lost in the instru-
mentation itself, e.g., loss of heat through the
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power-sensor package. For this reason, a so-
called calibration factor is normally used to
account for this error.

The calibration factor is thus nothing other
than

(2.11)

where ηe is the effective efficiency, Pgi is the
incident power measured by the power
meter, and Pi is the known incident power
(the value that should be measured). This
frequency-dependent calibration factor is ac-
tually unique to each power-meter instru-
ment, and must be measured at the manu-
facturing stage.

This leads us to the overall uncertainty con-
tributions for a power probe:
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(2.12)

It should be stated that these values are
merely indicative. So the worst-case uncer-
tainty would be

The results presented above are obviously
the worst-case scenario, and we can expect
better results from real measurements.

2.2.6 Calibration of the power meter

Power meters should also be calibrated, in
order to guarantee the accuracy of the res-
ults. By calibration we mean here the act of
checking or adjusting the accuracy of the
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measuring instrument, normally by compar-
ing it with a predefined standard. The need
for calibration is mainly due to the fact that
the operation of power sensors is dependent
on the environmental temperature. For this
reason, most power meters, especially those
based on a thermocouple sensor, have em-
bedded within them an RF reference oscillat-
or that will allow their correct calibration in
situ. On the other hand, the so called “calib-
ration factors” are already determined and
recorded during the power-meter manufac-
turing process. These are mainly related to
the imperfectness of the power meter; see
Section 2.2.5.

The main objective of the in-situ calibra-
tion is to guarantee that a correct measure-
ment is made, considering several problems
that can affect the power meter, such as mis-
match of the input probe, parasitic losses,
and thermal-error mismatches, that is,
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incorrect thermal heating due to thermal
constraints, Fig. 2.11.

Figure 2.11 Power-meter calibration needs, where each
source of power losses is identified.

There is some discussion in the R&D liter-
ature about the fact that this single-tone car-
rier calibration is not valid for diode power
probes when the aim is to measure highly
complex modulated signals. In such cases,
the nonlinear dynamics in the diode probe
are more complicated, and therefore meas-
urement errors increase. More information
can be gathered from [5].
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2.3 Spectrum analyzers

In the previous section we analyzed and
studied power meters. A power meter allows
us to measure power over a large bandwidth,
but traditional items of equipment do not
distinguish at which frequency we are actu-
ally measuring the power. Most of the time
the signal to be measured is not a pure
single-tone CW signal, but may contain har-
monics or even be a modulated signal. In this
case, the measured power is the total power
over the bandwidth of operation of the
probe.

Nevertheless, in wireless communications
the identification of the power spectral dens-
ity (PSD), that is, the way the power/energy
spans the whole spectrum, is a fundamental
need. This is especially true in systems that
use the spectrum for improving
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communications, for instance FDM
(frequency-division multiplexing), OFDM,
etc. Thus an instrument that captures the
power over the spectrum is a must for any
wireless communications engineer.

In this section we start by understanding
the relationship between time and frequency,
and then we proceed by studying different
spectrum-analyzer architectures and corres-
ponding figures of merit.

2.3.1 The spectrum

Signals are inherently described in the time
domain, since that is the natural way of
thinking about a process that generates a
waveform that varies with time. Actually, a
signal can be anything that can be described
as a variation over time, x(t) = f(t), where
x(t) is the signal itself and f(t) is the function
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that describes the evolution of the signal
over time.

In wireless communications f(t) normally
describes a voltage, a current, or any form of
energy, and, as we saw previously in Chapter
1, it can be measured and evaluated from dif-
ferent perspectives.

Figure 2.12 presents a typical CW signal in
the time domain. As can be seen, the signal,
in this case a voltage, varies along the x-axis,
which corresponds to time.

If the signal is sinusoidal and periodic as in
Fig. 2.12, then it can be described as x(t) = A
cos(ωt + θ), where A is the signal amplitude,
ω = 2πf is the angular frequency, f is the fre-
quency, and θ is the angle at t = 0 s. This is
actually the simplest form of signal we can
have in a wireless communications scenario.
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Figure 2.12 A signal in the time domain, in this case a sine
wave.

If the spectrum of the signal x(t) is to be
calculated, then the Fourier series can be
used.

In the case of periodic signals, we can use
the Fourier transform for calculating each
coefficient of the Fourier series, which is de-
scribed as

(2.13)
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where A0 is the component of the signal at
DC, and An and Bn are the coefficients of the
signal at each frequency component nω0,
which can be calculated using the Fourier
transform as

(2.14)

Then the coefficients of the Fourier series
can be calculated from

(2.15)

Actually, any periodic signal can be decom-
posed into its harmonic-related coefficients
by using Fourier decomposition. For in-
stance, even a square wave can be
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decomposed by using Fourier coefficients, as
illustrated in Fig. 2.13.

Figure 2.13 Fourier decomposition of a square wave. In
the figure on the left-hand side the first four harmonics are
presented, and in the figure on the right-hand side the sum-
mation of those harmonics is shown.

For the simplest signal as presented above,
x(t) = A cos(ωt), the Fourier coefficients are
F [x(t)] = aδ(f + f0) + aδ(f − f0), correspond-
ing to a Dirac function appearing at fre-
quency f0. Remember that the Dirac function
is valued 1 at δ(0) and 0 elsewhere.

This means that each δ(f) corresponds to a
single value at f0 and thus to what is called a
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spectral line. In the case of a cosine or sine
signal, two spectral lines will appear, one at
the positive f0 and another one at the negat-
ive frequency −f0, but, since negative fre-
quencies are essentially a mathematical arti-
fact, the cosine corresponds in practical use
to a single spectral line at f0.

Figure 2.14 presents the spectral decom-
position for some known periodic signals.

If the signal is non-periodic, then the Four-
ier series cannot be applied, and in that case
we can apply the Fourier transform in order
to gain knowledge of the spectrum occu-
pancy. Actually, the spectrum in the case of
non-periodic signals is continuous, and thus
spans the whole spectrum, depending on the
signal bandwidth.
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Figure 2.14 Spectral decomposition of several periodic sig-
nals. (a) Spectral decomposition of a single sinusoidal sig-
nal. (b) Spectral decomposition of two sinusoids. (c) Spec-
tral decomposition of a square impulse. Only the positive
part of the spectrum is shown.

In this case, spectrum analyzers, as we
shall see in the next section, will present the
spectrum corresponding to a single time
window, and it is considered that it is that
time window which should be converted to
the spectral domain.
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Figure 2.15 presents some non-periodic
signal spectra.
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Figure 2.15 Spectra of non-periodic signals. (a) Spectral
decomposition of Gaussian random noise. (b) Spectral de-
composition of a real I/Q telecommunication signal.

Noise is actually a non-periodic signal that
should be carefully accounted for, since, as
we will see in Section 2.3.2, it can corrupt
most of the measured values.

2.3.2 Spectrum-analyzer architectures

As we have seen, the spectrum is a mathem-
atical quantity that can be calculated by us-
ing Fourier series, but it is very useful for
wireless communication signals, since it al-
lows one to decompose a time-domain vari-
ation into a summation of spectral lines.

One simple way to build an instrument to
measure the spectrum is therefore by imple-
menting the Fourier-series formulation in a
hardware platform. By studying Eq. (2.13), it
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can be deduced that what is being done in
that calculation is nothing more than evalu-
ating the signal which appears at each har-
monic frequency. So, if we can manage to
slice the spectrum into several pieces, and
then measure the power in each of those
slices, we will have the description and the
measurement of the power in each slice. If
those slices are infinitesimally narrow, a
good resolution of the spectrum could be
identified. This type of spectrum analyzer is
as simple to use as a bank of filters that cut
the spectrum into several slices, followed by
a power meter for each filter. The power
meter could be similar to the one discussed
in Section 2.2, since we will measure the
power in each filter bandwidth. Figure 2.16
presents this basic concept.
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Figure 2.16 A basic and simple architecture based on
power meters and filters.

Nevertheless, this implementation is not
feasible, since the filters do not have infin-
itesimally narrow bandwidth, and, even if we
decided to sample the spectrum with a small
bandwidth, called the resolution bandwidth
(RBW) later on, for wireless communications
with signals appearing at several GHz, the
number of filters would be huge.
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Thus a better implementation could be the
direct usage of Eq. (2.13), where each input
signal is first multiplied by a sine and cosine
at the frequency at which we would like to
measure the power, and then this quantity is
“integrated.” This “integration” procedure
corresponds to applying a low-pass filter.
What this configuration actually does is to
sample each spectral component frequency
by frequency. The resolution in this case is
dependent only on the bandwidth of the low-
pass filter, as shown in Fig. 2.17.

Figure 2.17 Homodyne configuration.
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Looking closely at Fig. 2.17, we see that this
is nothing more than a homodyne configura-
tion. Owing to technological limitations in
the past, the proposed architecture for most
spectrum analyzers is not actually a homo-
dyne configuration, but a heterodyne config-
uration [6].

The heterodyne configuration multiplies
the input signal by a sine wave, but at a fre-
quency slightly different from the frequency
of the input signal. The output converted sig-
nal, normally at a frequency that is much
more reduced than the input signal (but this
changes from configuration to configuration,
as we will see), is filtered by a bandpass fil-
ter, and further evaluated using an envelope
detector, which is equivalent to the diode
power probe meter of Section 2.2.3. In this
case the need for several filters is completely
eliminated, since the intermediate-frequency
(IF) filter can have a central frequency and a
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bandwidth that is fixed. The spectrum is thus
measured by sweeping the local oscillator
frequency and sampling one spectral com-
ponent at each frequency step. Figure 2.18
presents this configuration.

On looking at Fig. 2.18 we can see several
sub-system blocks: an input attenuator, a
mixer combined with an oscillator, an IF fil-
ter, a logarithmic amplifier, an envelope de-
tector, and finally a video bandwidth filter.
Let us explain each of these blocks
individually.
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Figure 2.18 Superheterodyne configuration.

2.3.2.1 The input attenuator

Spectrum analyzers (SAs) are usually de-
signed to present an input impedance of 50
Ω. Therefore some care is needed when the
DUT presents a different impedance, since
the mismatch between the SA instrument
and the DUT can degrade the overall meas-
urement accuracy. As was seen in Section
2.2.5, an attenuator at the input can actually
improve this mismatch problem.
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The RF input attenuator is normally a step
attenuator used for adjusting the signal
power level entering the spectrum analyzer.
It limits the distortion that will be generated
by the spectrum analyzer if the input signal
amplitude compresses the input amplifier
and/or the mixer. Nevertheless, if an attenu-
ator is used, then the noise factor of the over-
all system will increase, and the noise floor
will be degraded. Thus the attenuation
should be selected carefully.

2.3.2.2 The mixer and oscillator

The second block includes a mixer and an os-
cillator. This is the mixing block responsible
for the up- or down-conversion of the input
signal to the IF. It is responsible for selecting
the frequency to be sampled. The oscillator is
swept with a ramp curve that controls the os-
cillator frequency change synchronously with
the sweep of the x-axis of the display.
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The mixing stage converts the input signal
by mixing it with the local oscillator fre-
quency. The output signal frequency can be
represented by

(2.16)

where m, n = 1, 2,…, fLO is the local oscillator
frequency, fin is the input frequency, and fIF

is the intermediate frequency. When only the
fundamental frequency is considered in an
ideal operation, then |fLO ± fin| = fIF, or the
sampled frequency is fin = |fLO ± fIF|.

The problems which superheterodyne re-
ceivers suffer from [6] also appear, in this
configuration. For instance image-frequen-
cies may appear, and should be eliminated,
as illustrated in Fig. 2.19. If the local oscillat-
or has harmonics, then this problem is even
worse since several image frequencies can
appear at the output IF signal.
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Figure 2.19 SA mixer operation. (a) Down-conversion of
both the input signal component and its image to the same
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intermediate frequency. (b) The problem with the covered
bandwidth.

To eliminate the image frequency, the in-
put signal image frequencies should be
filtered out, but, since the bands can overlap,
as seen in Fig. 2.19, the filter should be tun-
able. This filtering stage can be very complex
if the SA has to cover several decades as is
usual in recent instruments.

It also should be noticed that most of the
SAs available on the market do not allow one
to measure DC values, since that can degrade
and even damage the input mixers. So they
are normally DC blocked, and, if not, an ex-
ternal DC block should be inserted at the in-
put of the SA.

Moreover, the local oscillator inside the SA
should have very good characteristics. The
local oscillator is usually built using YIG
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oscillators in analog SAs, and synthesized os-
cillators in digital ones. In the latter case, the
reference oscillator is usually generated by a
temperature-controlled crystal oscillator
(TCXO). This is the reason why a message
saying “OVEN COLD” usually pops up when
one switches on old SAs. In analog SAs the
local oscillator is swept continuously, but in
recent digital SAs, oscillators are normally
synthesized and the frequency is swept in
small steps, as is visible in Fig. 2.20.

These steps are normally smaller than the
RBW in order to reduce errors. It should be
noticed that, if the input frequency is not
aligned with the IF filter, only a low amount
of energy will be measured or no signal will
appear, as can be seen in Fig. 2.20. Thus this
step method should be carefully designed.

276/673

text/part0010.html#fig2-20
text/part0010.html#fig2-20


277/673



Figure 2.20 Operation of the stepped oscillator and the IF
filter arrangement. (a) The input signal is perfectly inside
the IF filter. (b) The input signal is marginally inside the IF
filter. (c) The input signal is outside the IF filter.

Sometimes, especially for signals with very
high frequencies, it may be useful to adopt
harmonic mixing, which consists of using
higher-order harmonics of the local oscillat-
or to capture higher-frequency signal com-
ponents. This procedure usually degrades
the measurement accuracy due to higher
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levels of conversion loss. The use of external
mixers is also possible if higher frequencies
are to be measured.

2.3.2.3 The IF filter

The next block includes a filter combined
with a logarithmic amplifier. This is actually
the filter which controls the amount of en-
ergy which is going to be captured in each
sampled frequency, or in other words, it is
the filter which calculates each An and Bn in
Eq. (2.13). The bandwidth of this filter is
called the resolution bandwidth (RBW). The
IF filter is mainly a bandpass filter that has a
variable bandwidth that can be changed by
the operator. The combination of the RBW
with the sweep time and span (for defini-
tions, see Section 2.3.4.1) are actually the
most important characteristics to be selected
in a SA, allowing a trade-off among fre-
quency selectivity, measurement speed, and
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signal-to-noise ratio. As the RBW is nar-
rowed, the selectivity is improved. This can
be seen in Fig. 2.21.

Figure 2.21 The impact of the resolution bandwidth on
measuring two closed signals as seen in the figure on the
left-hand side.
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2.3.2.4 The envelope detector and
video filter

The next block is an envelope detector. It is
usually based on a diode detector as presen-
ted in Section 2.2.3. This detector measures
all the power that is captured by the IF filter
and returns the final value for the video fil-
ter. The latter is the last block before the dis-
play, and it is used to filter out the visual
noise. Some modern SAs sample the signal at
this stage by using an ADC and then process
the video signal in the digital domain, using
DSPs or FPGAs.

2.3.3 Basic operation of a spectrum
analyzer

Let us now see the basic operation of a spec-
trum analyzer. Considering Fig. 2.22, which
represents the heterodyne architecture, the
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basic operation starts by connecting the sig-
nal to be measured to the input attenuator.
The value of this attenuator will have to be
changed accordingly by the operator, in or-
der to guarantee that the signal will not drive
the input blocks into compression, creating
distortion, or even damage. As mentioned in
Section 2.3.2.1, a higher attenuation value
increases the noise level, lowering the SA’s
dynamic range, and therefore the operator
should select the attenuation value with care.
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Figure 2.22 Basic operation of an analog spectrum
analyzer.

The signal after traversing the attenuator
will be down/up-converted to the IF fre-
quency by the mixer, which will select which
frequency will be sampled by using the local
oscillator frequency. Despite the fact that
most configurations implement a down-con-
version scheme, up-conversion can also be
considered in certain cases, depending on
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the bandwidth to be covered and on the se-
lected IF. This IF signal is then filtered out
with the IF filter. As mentioned in Section
2.3.2.3, the bandwidth of this filter controls
the resolution bandwidth.

The output signal of this IF filter will then
be fed to the envelope detector and the
power within this band is measured. The sig-
nal is then filtered out by a video filter and
displayed in a display, either analog or
digital.

The frequency to be selected for sampling
is determined by a swept generator that con-
trols (in the analog SA) the x-axis of the dis-
play, which is synchronized with the y-axis
where the corresponding power arising from
the video filter is plotted. In modern displays
this is done digitally using a DSP. The speed
of the swept generator is actually the sweep
time. This should be controlled in order to
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allow the signal to settle before moving to
the next frequency.

Let us now identify the main specifications
of a spectrum analyzer.

2.3.4 Specifications of a spectrum
analyzer

Now that the basic architecture of a spec-
trum analyzer has been explained and de-
scribed in detail, let us explain the main
parameters of a spectrum analyzer, and how
the selected architecture can have an impact
on these parameters. In other words, how
can we select the correct parameters in order
to guarantee that the spectrum analyzer can
work in its linear regime and ideally as we
predicted?

2.3.4.1 Frequency-related parameters
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The resolution bandwidth, video bandwidth,
sweep time, and span are all related to the
spectral behavior, that is, they are related to
the dynamics of the instrument. Their values
can be selected by tuning and by controlling
different sub-blocks within the spectrum
analyzer. So let us first explain what each
specification means.

2.3.4.2 Span

The span is the frequency range over which
the spectrum is to be measured. In most
spectrum analyzers we can select the fre-
quency range in two ways: either by selecting
the start and stop frequency, or by selecting
the central frequency and span. In the latter
case, span means the overall frequency win-
dow that is going to be monitored in the SA
(Fig. 2.23).
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Figure 2.23 The spectrum-analyzer span and a typical user
display. © Rohde & Schwarz.

On looking at Fig. 2.22, we can see that, in
order to settle a span value, the SA instru-
mentation should control the sawtooth-wave
generator, so that it covers the frequency
range that is selected, and the RF filter
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should be able to guarantee that the selected
frequency window is visible.

Resolution bandwidth
The resolution bandwidth (RBW) is the fre-
quency resolution that we have on the
spectrum-analyzer display (Fig. 2.23). This
bandwidth is selected by tuning the IF filter
(see also Section 2.3.2.3), and thus by select-
ing the amount of power that the envelope
detector will measure.

Resolution is very important, since it al-
lows the SA to distinguish two different fre-
quencies that can be close together, e.g., see
Fig. 2.24, where two different RBWs are se-
lected for evaluating the same signal. When a
wide RBW is selected, the SA trace becomes
so wide that the upper or lower sidebands
are measured as if they were the main signal,
masking in that respect nearby signals.
Selecting a narrower RBW allows one to
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increase the resolution, and therefore to fur-
ther separate the signals, allowing the identi-
fication of each one individually. That is
what is meant by selectivity.

Figure 2.24 The impact of RBW selection when measuring
several close signals in the frequency domain.

Selectivity is thus the capability of the SA to
distinguish between two or more signals with
different frequencies. For instance, some
manufacturers define selectivity as the ratio
of the 60-dB to 3-dB filter bandwidths.
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This filter is also responsible for removing
unstable spurious signals, such as the ones
arising in the local oscillator, e.g., the resid-
ual FM that arises from the contamination of
the local oscillator. The IF filter should be
able to eliminate this FM noise; if not, the
measured signals will appear like the one
presented in Fig. 2.25.

Figure 2.25 The results displayed by an SA when the LO is
severely corrupted by FM noise.

The residual FM actually imposes the min-
imum RBW allowable, and thus the
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minimum signal-frequency separation that
can be obtained with the SA.

Finally, the oscillator can also contribute
instabilities and thus phase noise, which will
severely contaminate the measured signal, as
can be seen in Fig. 2.26. Phase noise can so
severely mask two signals that are close to-
gether in frequency that it is no longer pos-
sible to distinguish between them.

For instance, consider that we want to
measure a signal that is 60 dB down at a
20-kHz offset, using an RBW of 1 kHz. In
this case the phase noise that is admissible is
−60 dBc − [10 log(1 kHz/1 Hz)] = −60 − 30
= −90 dBc at 20 kHz. As explained in
Chapter 3, this number can be improved by
architecture solutions, such as using phase-
locked-loop (PLL) oscillators and/or by im-
plementation solutions, such as controlling
the temperature of the frequency-generation
circuit.

291/673

text/part0010.html#fig2-26
text/part0011.html


Figure 2.26 The results displayed by an SA when the LO
phase noise is corrupting the measured spectrum.

Sweep time
By selecting the span of the SA, we are de-
termining the settings of the sawtooth-wave
generator that controls the tuning of the loc-
al oscillator. We must also select the sweep
time of this generator, which is the speed at
which the frequencies will be covered. Owing
to the fact that the IF (RBW) filter has a set-
tling time, since it is a band-limited filter, the
selection of the sweep time is crucial to a
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good selection of tuned frequencies in the
SA. If we had no time delay in the filter, then
the sweep time could be as small as we want,
since each frequency point would be meas-
ured instantaneously; unfortunately, due to
the limitations of the filter, we should select
the maximum allowable sweep time in order
to reduce measurement errors. If not, the SA
will become uncalibrated. It should also be
noticed that narrow RBWs lead to longer
sweep times, and wider RBWs to lower
sweep times.

The sweep time can be related to the span
and RBW by considering that the time dur-
ing which the signal is maintained within the
IF can be calculated as

(2.17)

where SPAN is the span and ST is the sweep
time.
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Thus, if the rise time of a filter is propor-
tional to its bandwidth, rise time = k/RBW,
with k the proportionality constant, then

(2.18)

The value of k can vary significantly de-
pending on the filter type, but in modern SAs
it can typically be selected as 2.5. It is also
common to use several IF filters depending
on the selected RBW, and then to use each IF
filter only when needed. Modern configura-
tions use digital filters to improve these
aspects.

2.3.4.3 Amplitude-related
characteristics

For the amplitude specifications there are
also many parameters that should be ac-
counted for, mainly those regarding the min-
imum signal level to be measured, and thus
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associated with the noise floor, and the max-
imum signal level to be measured, and thus
usually associated with the nonlinear distor-
tion introduced by the RF input front end.
Let us explain and discuss each of these
parameters individually.

The noise floor
In a spectrum analyzer one of the most im-
portant characteristics to know is the minim-
um signal level that can actually be meas-
ured. This is typically identified by a figure of
merit called sensitivity, Si. (The sensitivity is
actually different from the selectivity, which
is related to the RBW.)

The sensitivity in a receiver is given by

(2.19)

where kB is Boltzmann’s constant, T the tem-
perature, B the bandwidth, F the noise
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figure, which is the amount of noise added
by the receiver, and SNR the optimum
signal-to-noise ratio to be achieved.

In a spectrum analyzer, the noise floor,
Nfloor, is actually more important than the
sensitivity. The noise floor is the power level
at which the noise is present, and it can be
extracted from the sensitivity as

(2.20)

This equation shows that the noise floor is
defined by the thermal noise (kBT ), by the
bandwidth, in this case the RBW, and by the
F of the receiver inside the SA.

As was seen in Section 2.3.4.1, the selection
of a correct RBW can reduce the side-lobes,
but it can also reduce the amount of noise
that is gathered by a factor of

(2.21)
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Finally F, which is the noise added by the
SA, is related to its sub-blocks, but mainly
determined by the input low-noise amplifier
(LNA). As seen in Chapter 1, this LNA will
impose a gain and a minimum F on the input
stages of the instrument.

Nevertheless, and in order to reduce the
probability of overdriving the input receiver,
an RF attenuator is usually included at the
input of a SA. This attenuator can signific-
antly increase the amount of noise added by
the instrument, since the total F can now be
written as

(2.22)

Thus a 10-dB attenuator will increase the
noise floor by at least 10 dB, as can be seen
in Fig. 2.27.
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Figure 2.27 The increase of the SA noise floor with in-
creasing input attenuation.

The overall noise floor in the SA can then
be calculated as Nfloor = 10 log(kBT

RBW/10−3) + NFSA − 2.5 dB, where the extra
−2.5 dB is a term included to account for the
averaging imposed by the logarithmic ampli-
fier present in conventional SAs.

Video filtering can also be used in this case
to reduce the noise, since it will behave as an
average filter to the input signal. The video
filter is actually a low-pass filter that is in-
cluded after the logarithmic amplifier (Sec-
tion 2.3.2.4) and that has no relationship
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with the RBW sensitivity, rather it has only
an averaging effect on the baseband signal.
Video filters should have a bandwidth that is
equal to or smaller than the RBW filter. Typ-
ical values span the range from 10 to 100.
Owing to the video filter the sweep time
should also be updated, using

(2.23)

Noise can be further reduced also by aver-
aging the displayed values. This is normally
achieved by carrying out several sweeps and
then averaging the values. The reduction that
can be achieved is given by

(2.24)

where Aavg is the new average value, Aprior is
the average from the prior sweep, An is the
measured value for the nth sweep, and n is
the number of sweeps.
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Maximum sensitivity can be achieved by
selecting minimum RBW, 0 dB input attenu-
ation, and minimum video bandwidth. If ex-
tra sensitivity is needed, an external pre-
amplifier with improved NF and gain can be
added. It should be noticed that, in this case,
the pre-amplifier gain should be subtracted
from the measured values. Since the input
signal to be measured may have a wide spec-
trum, the pre-amplifier should be accurately
characterized over the full bandwidth of the
input signal.

The maximum power
As follows from Fig. 2.22, it is clear that the
front end of the SA is not different from a
traditional superheterodyne receiver, with
passive, but also active, components [6]. This
imposes a linear behavior and also nonlinear
behavior in the latter case. For example, the
input LNA and mainly the input mixer may
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create a level of nonlinear distortion that is
perfectly comparable to the mechanisms ex-
plained in Chapter 1.

So a single tone at the input of the spec-
trum analyzer will generate harmonics at a
certain amount of input power, and a two-
tone signal will generate harmonics and in-
termodulation distortion products. This non-
linear distortion generation will corrupt the
measured spectrum and should be avoided
or minimized as much as possible,Fig. 2.28.
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Figure 2.28 Spectrum-analyzer intermodulation distortion
generation at the input stage.

In the spectrum analyzer we should follow
exactly the same procedure as that which we
use for other nonlinear components. If we
assume that the signals applied impose that
the circuits in the SA’s front end are working
in a mildly nonlinear condition, then the
nonlinear behavior can be approximated by a
polynomial function as explained in Chapter
1 and in [7]. We can then also define the
third-order intercept point, IP3, and in the
mixer case the second-order intercept point,
IP2. The maximum value of input power that
can be allowed is not determined by the
second- or third-order intercept point, but it
is the power at which the intermodulation
distortion products start to rise above the
noise floor. Below this level, we cannot
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distinguish the intermodulation products
from the noise. This is illustrated in Fig.
2.29.

Figure 2.29 The maximum admissible input power when
the intermodulation distortion starts to appear with a level
similar to the noise floor.

This value can also be calculated from the
third-order intercept point IP3. The third-or-
der intermodulation product can be ex-
pressed as IMDpower = 3Pfund − 2IP3. The

303/673

text/part0010.html#fig2-29
text/part0010.html#fig2-29


maximum allowable power is then achieved,
when this value approaches the thermal
noise floor, namely when PNoisefloor =
IMDpower = 3Pfund − 2IP3. A similar calcula-
tion is possible for other intercept points.

Figure 2.30 presents the relationship
between the input signal power level to be
measured and the levels of interference,
either noise or distortion, expressed in dBc.
For instance, for an input power level of −70
dBm at the mixer, the relationship to the
noise floor is −55 dBc, the second-order in-
termodulation is at −85 dBc and the third-
order intermodulation is even further down.
As we increase the input power, the noise
level moves further away, but the distortion
starts to rise, and the difference between the
signal level and the distortion level de-
creases. This will lead us to an optimum in-
put power that corresponds to the intersec-
tion of a distortion curve and the noise
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characteristic. Since the third-order and
second-order intermodulation products in-
tercept the noise characteristic at different
points, a careful selection considering the
most important figure should be made.

Figure 2.30 Interference evaluation, mainly noise and in-
termodulation distortion.

Sometimes it is also important to calculate
the optimum IP2 or IP3 a spectrum analyzer
should have prior to acquiring it. This can be
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done using the previous formulas that relate
IP3 and IMD:

(2.25)

For instance, consider that we want to
measure a two-tone input signal with which
the amplitude of each tone is 20 dBm, and
we require that the third-order intermodula-
tion products are at least 60 dB below the in-
put signal level. Thus the IP3in of this spec-
trum analyzer should be IP3in = 60/2 + 20 =
50 dBm.

As mentioned in Section 2.3.2.1, a tech-
nique to reduce the impact of nonlinear dis-
tortion in the measurement results is to use
an attenuator placed prior to the mixer,
which will reduce the power fed to the mixer.
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This corresponds to an increase in IMR, as
can be observed in Fig. 2.30. Nevertheless,
we should also be aware that an increase in
attenuation will significantly degrade the
noise floor, as already explained earlier. So a
compromise between the attenuation value
and the acceptable noise floor should be
achieved.

This leads to a practical test that we can use
to see whether the nonlinear distortion of the
spectrum analyzer is corrupting our meas-
urements. On changing the attenuator level
from 0 dB to 10 dB or higher, we should ob-
serve an increase in noise on the SA display,
and no increase or reduction of the signal be-
ing measured. If the signal changes with the
attenuation, this means that nonlinear dis-
tortion must be present.

The dynamic range
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The dynamic range is the difference between
the maximum power that a circuit or system
can handle and the minimum power determ-
ined by the noise floor. This definition takes
us to the previous explanations in this
chapter, where the noise floor and the max-
imum power were calculated. It should be
stated that the instrument’s dynamic range,
within which we assume that the measured
signal is free of interference, and the display
dynamic range are normally different quant-
ities, as explained by Fig. 2.31.
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Figure 2.31 Dynamic-range variation according to
different spectrum-analyzer parameters.

The overall dynamic range can be calcu-
lated as

(2.26)

where DRmax is the maximum dynamic
range, IPnin is the intercept point of nth or-
der (when the input attenuation is set to 0
dB), Nlevel is the noise level, n is the inter-
modulation order, RBW is the resolution
bandwidth, and NF is the system’s noise
figure.

The optimum value of the dynamic range
can be seen in Fig. 2.32.
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Figure 2.32 The optimum dynamic-range operation point
for a specific application.

2.3.5 The accuracy of a spectrum
analyzer

When measuring amplitude using any type
of instrument, the accuracy should be
known, so that we can have confidence in the
measured values.

Inaccuracy in a spectrum analyzer stems
from the non-ideal behavior of several sub-
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blocks inside the instrument, namely filters,
the logarithmic amplifier, the detector, etc.
These can have an impact on the amplitude
accuracy, but also on the frequency accuracy.

The frequency accuracy depends on the
stability of the local oscillator, which can
change with temperature, and long-term sta-
bility. In a spectrum analyzer the frequency
accuracy can actually be calculated using the
values presented below:

by which the frequency accuracy is given by
the span error, and the percentages of fre-
quency span and resolution bandwidth are
given in the datasheet of the spectrum
analyzer.

311/673



For example, for a typical SA on the market
we have

This means that the frequency that we read
on the marker on the display is precise with
an accuracy of ±5550 Hz.

Table 2.2 Amplitude accuracy, where σ is the variance of
each error
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In terms of amplitude accuracy, Table 2.2
presents some typical values for spectrum
analyzers as functions of frequency.

All these values should be added accord-
ingly to calculate the overall amplitude
measurement uncertainty, which gives the fi-
nal error value that we can expect from the
measurement. The terms contributing to the
overall uncertainty would then be the fre-
quency response (how flat it is over the fre-
quency), attenuator error, IF gain error, lin-
earity error, and bandwidth switching error.
The overall uncertainty can then be calcu-
lated using the variance of each error contri-
bution, as listed in Table 2.3.

Table 2.3 Uncertainty in signal analyzers
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In Table 2.3, a is the maximum systematic
error, and rs and rl are the mismatch errors.

The total variance of the error is given by

Consider a market case with the quantities
specified as in Table 2.4.

The overall error variance is then σtot =
0.39. For a confidence level of 95%, the value
of the specified error expressed in dB is given
by a = kσtot, where we have k = √2 InvErf
(CL/200), with CL the confidence level. So

315/673

text/part0010.html#tab2-3
text/part0010.html#tab2-4


for a 95% confidence level k = 1.96, and the
error is then e = 1.96 × 0.39 = 0.76 dB.

Table 2.4 Amplitude accuracy datasheet

These calculations were done for a single
sinusoidal signal. If a modulated signal is to
be measured then some extra calculations
considering also the root-mean-square
(RMS) detector should be done. The reader
could refer to [8, 9] for more information.
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2.4 Vector signal analyzers

Vector signal analyzers (VSAs) are a type of
instrumentation that can be considered as an
update of the old and traditional spectrum
analyzer. In a VSA the signal is subjected to
exactly the same process as in an SA, but, be-
fore traversing the resolution bandwidth fil-
ter, it is sampled using an analog-to-digital
converter, and thus it is converted to digital
form. The basic architecture is presented in
Fig. 2.33.
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Figure 2.33 The basic architecture of a vector signal
analyzer.

In this case several problems arise that
were not present in the SA. For instance,
there is a problem with the dynamic range of
the receiver, which in this case is limited by
the thermal noise, the maximum power ac-
cepted by the mixer, as in the classical SA,
but also the number of bits in the ADC is
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now fundamental, since the signals should
be digitized prior to the FFT calculation.

In an ADC, the maximum achievable
SINAD ratio can be calculated as SINAD =
6.02N + 1.76 + OSR, where N is the number
of bits and OSR is the over-sample ratio.
This means that now the main parameter
that determines the dynamic range is not ne-
cessarily the hardware part, but the sampling
and quantization part of the ADC. Moreover,
the ADC is controlled by a clock frequency,
which defines the sample rate of the ADC,
and thus the input signal should fall within
the Nyquist band ωin < ωs/2, where ωin is the
input frequency in radians of the signal, and
ωs is the sampling frequency in radians.

To better understand this, let us explain the
basic operation of the VSA.
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2.4.1 Basic operation of a vector signal
analyzer

On looking at Fig. 2.33, we see that the input
signal is down-converted to an IF, filtered
out, and then quantized and sampled by the
ADC. Sometimes this down-conversion is
done using an I/Q demodulator and two par-
allel ADCs. This procedure is exactly similar
to what is used in the SA case, but in this
scenario the IF filter will not impose the
RBW, but rather will filter out any energy at
frequency components appearing above the
sampling rate of the ADC in order to reduce
any type of aliasing.

Therefore the design of the IF filter is very
sensitive, since it has to avoid any aliasing in
the digitized version. The filter stage should
be designed carefully, since a high amount of
filtering provides a certain amount of
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resolution bandwidth for a certain memory
span, while a low amount of filtering limits
the span of the measured results (by memory
span we mean the number of samples we can
save in the instrument’s memory). For in-
stance, considering a typical FFT transform,
the frequency resolution is given by δω = ωs

/N, where N is the number of memory points
saved in the internal memory. So, for a fixed
number of points N, the resolution band-
width can decrease if the IF filter bandwidth
decreases, or, for a fixed IF filter bandwidth,
the resolution bandwidth can decrease if the
number of samples N increases, which will
lead to a huge memory requirement.

Later on we will explain this RBW process
in depth, but be aware that the number of
frequency bins which will give us the fre-
quency resolution ωs/N is not the resolution
bandwidth of the overall system. Moreover,
in this case the maximum frequency to be
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displayed will be ωs/2 or smaller due to the
FFT’s operation procedure.

One possible solution to this dilemma can
be the use of digital decimation filters and
re-sampling algorithms. Since the explana-
tion of re-sampling algorithms is beyond the
scope of this book, the reader is directed to
[10] for more information.

Nevertheless, we should retain here that in
a decimation filter the sampling rate into the
filter is ωs and that out of the filter is ωs/n,
where n in this case is the decimation factor.
Similarly, the filter output signal bandwidth
is BW/n, which is thus a solution for redu-
cing the resolution bandwidth by digital
means.

The signal is then digitally processed, as
shown in Fig. 2.34.
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Figure 2.34 The digital side of the vector signal analyzer.

The first digital process that should be im-
plemented is the use of a digital I/Q de-
modulator. This will allow the VSA to ac-
quire a digital waveform, and to compare the
signal either in amplitude or in phase
between the I and Q branches. This is the
reason why the VSA is called a “vector signal
analyzer,” since it measures not only the
amplitude of digitally modulated signals, but
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also the phase, or, in other words, vector in-
formation. Note that the vector in this case is
related not to the RF part of the signal, but
rather to the baseband part of the signal after
I/Q demodulation. This is in contrast to the
nonlinear network analyzer instrumentation
covered in Section 2.7.

This I/Q signal is then filtered out by digit-
al means, and will fill up a memory. After the
memory has been filled up, the DSP will ap-
ply different mathematical approaches to the
data, and the spectrum can be obtained us-
ing an FFT. So the spectrum is obtained
much as in a traditional SA, but the RBW,
span etc., are now chosen by digital means.

Again it should be noted that the maximum
span is defined by the IF filter. Moreover, the
data is first passed through a window func-
tion that will obviate what is called spectral
leakage. The window function attenuates the

324/673

text/part0010.html#head2-7


start and end of the time-domain signal, as
can be seen in Fig. 2.35.

Figure 2.35 The windowing process of a vector signal
analyzer.

Typical windows include the ones presen-
ted in Table 2.5.

Table 2.5 Window types for spectral evaluation
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After the application of these windows, the
new resolution bandwidth can be calculated
as RBW = ENBW/T, where ENBW is the
equivalent noise bandwidth, which corres-
ponds to the bandwidth that a traditional fil-
ter would need to have in order to generate
the same amount of white noise, and T is the
time-record length.

It should also be noted that the real-time
bandwidth is not necessarily what is dis-
played on the VSA screen, since there is a
processing time that can delay the display of
the FFT. For instance, if we have 800 line
measurements using a 2-kHz span, this will
require a 400-ms time record, and if the
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number of line measurements increases then
the delay time will be higher.

This fact implies that, on certain occasions,
when there is no time to process the FFT,
some input data is lost, as can be seen in Fig.
2.36.

Figure 2.36 Input signal analysis for a vector signal
analyzer.

The data can also follow other data-pro-
cessing mechanisms, and thus other types of
information, such as constellation diagrams,
symbol streams over time, demodulated
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signal information, the error-vector mag-
nitude, etc. can be obtained.

A VSA can also work as a time-domain
scope, similarly to a digital oscilloscope, but
for the baseband signal only. So the dis-
played signal will be not the RF signal, but
rather its down-converted version. Calibra-
tion and uncertainty in a VSA are similar to
those presented for the SA, since the analog
front end is actually similar.

2.5 Real-time signal analyzers

In this section we will now discuss another
type of spectrum analyzer, which makes use
of the VSA concept and applies it to a power-
ful FFT analyzing technique. Actually it cal-
culates FFTs with a high-speed processor, al-
lowing one to create what is called a real-
time signal analyzer (RTSA).
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In a traditional VSA, where the FFT is im-
plemented at the intermediate frequency, the
configuration imposes a requirement for a
certain amount of time to calculate the Four-
ier transform, and during that time the input
signal is ignored, as illustrated in Fig. 2.37.

Figure 2.37 Blind spots for a vector signal analyzer.

This means that a VSA can ignore and can
be blind to signals that appear only during
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certain periods of time. On looking at Fig.
2.37, we see that the first spike on the time-
domain waveform is completely ignored,
since the processor was calculating the FFT
during that time.

In the RTSA concept, the processors are
used in parallel, mainly using different
ASICS, and so not one but several FFTs are
implemented simultaneously. This allows the
instrument to acquire the data and to calcu-
late FFTs at the same time, over a common
signal, reducing or even eliminating the
blind spots that appear with VSAs. This was
achieved due to the significant increases in
processor speed and memory of which these
new instruments can avail themselves. Fig-
ure 2.38 presents the parallel- FFT concept.

Thus an RTSA is an instrument that allows
parallel sampling and FFT calculation. This
means that the sampler is working during
the calculation of the FFTs executed by
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different FPGAs. Thus, before a new window
is captured, the FFT has already been saved
in memory. In fact the FFTs that are imple-
mented in an RTSA are most of the time so-
called short-time Fourier transforms. Since it
is a fast FFT and the number of acquisition
points is limited, typically 1024, the pro-
cessing time can be shortened.

Another important characteristic that can
be seen in Fig. 2.38 is the overlap of the FFT
calculation. Since we are implementing FFTs
in a limited time window, we should be
aware that some errors will exist due to the
windowing of the input signal. Thus the
overlapping of FFTs, meaning overlapping of
captured windows, allows subsequent pro-
cessing and spectrum reconstruction.
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Figure 2.38 Real-time analyzer FFT processing.

2.5.1 The RTSA block diagram

The main blocks of an RTSA are shown in
Fig. 2.39. The configuration is similar to the
one presented for the VSA, but with the dif-
ference that now we capture the full I/Q sig-
nal and convert it in a fast way using a short-
time Fourier transform (STFT). The STFT is
expressed by
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Figure 2.39 The block diagram of a real-time analyzer.

(2.27)

where w(t − τ) or w(n − m) is the window
function used for the STFT evaluation.

On the digital side, presented in Fig. 2.40,
the main components are the parallel
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computations of FFTs using a fast FPGA, al-
lowing capture of the signal and its sub-
sequent processing to display the final
information.

It should be stressed again that the main
property of the RTSA is the capability to cal-
culate the spectrum in a very short time
frame, and that is why the instrument is
called a real-time signal analyzer.

Figure 2.40 The digital block diagram of a real-time signal
analyzer.
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The RTSA also brings some novel import-
ant concepts to spectrum analysis, mainly
due to the fact that the RTSA keeps the spec-
trum’s history saved in memory. Thus con-
cepts such as spectrograms, persistence dis-
plays, and spectrum triggers allow the user
to gain a new vision of spectrum analysis.

Let us now explain these concepts
individually.

2.5.2 The RTSA spectrogram

Since the RTSA has all the individual win-
dows’ spectra saved in memory, it can
present a diagram in three-dimensional form
that visualizes the evolution of the spectra
through time. This display is called the spec-
trogram. A spectrogram represents the spec-
tra, but sliced in time. Figure 2.41 presents
this concept.
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In the RTSA the spectrogram is usually
plotted in two dimensions using a color
graph that represents the amplitude of each
spectral bin by using a hotter or colder color,
namely red or blue, respectively.

Figure 2.41 The digital spectrogram of a real-time signal
analyzer.

In this operation mode the user can actu-
ally select the span and the RBW as in previ-
ous VSA and SA solutions, but now we
should be aware that these two values are re-
lated, since the calculation time of the FFT
has to be accounted for, even if it is small
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when compared with that for a traditional
VSA. Since in most RTSAs the number of
FFT bins is fixed at 1024, to speed up the al-
gorithms, the span/RBW pair is fixed, which
means that when the span is reduced the
RBW is also reduced and vice versa.

Other parameters can also be tuned, such
as the sweep time, which actually tells the in-
strument how many FFTs it should combine
prior to presenting the display, the history
depth, which informs the instrument how
many spectra it should plot, and also the
color-mapping function, which defines the
colors to be used and the minimum and
maximum thresholds whence to start paint-
ing the spectra. Figure 2.42 presents a real
spectrogram in an RTSA.
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Figure 2.42 The digital spectrogram of a real-time signal
analyzer.

2.5.3 RTSA persistence

Another way to observe real-time spectra is
to use persistence maps. Persistence maps
actually work as explained in Fig. 2.43,
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where the spectra will start populating a dis-
play graph, and thus will create an image
over time that corresponds to the number of
times the spectra pass through that specific
amplitude point. So, after some time, the
graph colors will give one some idea of how
the spectra behave in a transient fashion.

Figure 2.43 The persistence of a real-time signal analyzer.

The main tuning parameters are the span
and RBW. The operation and limits are
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equivalent to the spectrogram case. Never-
theless, some other parameters can be selec-
ted, such as the persistence granularity,
which is somewhat similar to the history
depth in the spectrogram. This parameter
tells the instrument how many points it
should count for, or, in other words, the time
duration for which the graph is to be plotted.
After that time the graph is restarted.

Another parameter is the persistence,
which determines the amount of time until a
trace has completely faded. This is equival-
ent to what was seen in old and traditional
cathode-ray-tube (CRT) instruments. Some
other parameters include the maximum hold
intensity, to guarantee that the maxima are
observed in the color mapping, similarly to
what was seen with the spectrogram. Figure
2.44 presents a real persistence display in an
RTSA.
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Figure 2.44 The persistence graph of a real-time signal
analyzer. © Tektronix.

2.5.4 The RTSA spectrum trigger

Finally a new improvement in spectral ana-
lysis was also introduced by the RTSA, called
the spectrum trigger. It means that the signal
is measured and saved only when the spec-
trum touches a predetermined spectral
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mask. This measurement is very important
and useful for engineers who want to guar-
antee that a circuit/system does not transmit
outside the predetermined mask for which it
was designed.

On considering the previous section, we see
that we divide the spectra into three vectors,
namely frequency, time, and amplitude. So
the spectral trigger is nothing more than an
indication to start an event. Most of the time
the event consists of starting to save the
spectral information after a trigger has been
activated, and then stopping when the spec-
tral information moves out of the triggering
mask, as can be seen in Fig. 2.45.
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Figure 2.45 A spectral trigger for a real-time signal
analyzer.

There are also other ways to achieve spec-
tral triggering, including entering the trigger
mask, leaving the trigger mask, etc. Figure
2.45 presents a real spectral triggering
process.

2.6 Vector network analyzers
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A vector network analyzer (VNA) enables the
measurement of S-parameters, which, as de-
scribed in Chapter 1, are one of the main im-
portant figures of merit to be measured by
microwave and wireless engineers. S-para-
meters relate incident and scattered travel-
ing voltage waves at the ports of a microwave
circuit. More precisely, S-parameters corres-
pond to ratios of scattered to incident travel-
ing voltage waves, which is important to
keep in mind to understand the calibration
process. The expressions for a two-port
device are

(2.28)
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with ai and bi the incident and scattered
traveling voltage waves at port i,
respectively.

We will first explain the instrument’s archi-
tecture in Section 2.6.1, followed by the cal-
ibration procedure in Section 2.6.2. In the
following, the two-port implementation is
considered, since this is the most common
instrument in daily use. See Fig. 2.46 for
practical examples. The architecture and cal-
ibration can be straightforwardly extended to
multi-port (>2 ports) VNAs.
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Figure 2.46 Two-port VNAs: from left to right, Anritsu,
Agilent Technologies, and Rohde & Schwarz. © Anritsu,
Agilent Technologies, and Rohde & Schwarz.

2.6.1 Architecture

The basic architecture of a two-port VNA is
presented in Fig. 2.47. The DUT can be
either connectorized or on-wafer. The archi-
tecture consists of at least one RF signal
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generator, two directional couplers, and a re-
ceiver. These blocks are now discussed in
more detail.

Figure 2.47 The fundamental blocks of a VNA.

2.6.1.1 The signal generator

A signal generator is required in order to
generate the incident traveling voltage wave.
If the VNA has only one RF source, an in-
ternal switch takes care of applying the
source alternately to port 1 and port 2 of the
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DUT. The other port is terminated in 50 Ω.
Modern network analyzers often have two
internal RF generators, one for each port. An
indepth explanation of the internal architec-
ture of an RF signal generator is presented in
Section 3.2. Most of these signal generators
can be swept in frequency and power. The
latter option is of interest to measure the
AM–AM and AM–PM characteristics (see
Section 1.5.1).

2.6.1.2 The directional coupler

At each port a directional coupler is used to
separate the incident and scattered traveling
voltage waves. A directional coupler is a
four-port passive device, as illustrated in Fig.
2.48.
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Figure 2.48 A directional coupler.

Assume that the directional coupler of Fig.
2.48 is positioned at port 1 of the DUT. A
similar analysis can be carried out for port 2
of the DUT. In this case, port 1 of the direc-
tional coupler is connected to the RF signal
generator, and port 2, also called the
“through port,” is connected to port 1 of the
DUT. A fraction of the power injected at port
1 is directed to port 3, which is also called the
“coupled port.” This fraction is small in the
case of VNA measurements, such that most
of the power generated by the RF signal gen-
erator passes on to the DUT via the through
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port. The coupling is defined by the following
expression:

(2.29)

with P1 the incident power at port 1 and P3

the output power at port 3.
In the ideal case, the power that exits via

port 4 is zero, and therefore this is called the
“isolated port.” In practical realizations, the
isolation is not perfect, and is characterized
by the following expression:

(2.30)

with P1 the incident power at port 1 and P4

the output power at port 4.
In this way, the incident signal applied to

the DUT can be measured.
A directional coupler also allows one to

measure the scattered wave. In this case,
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port 2 acts as the input port of the direction-
al coupler, because the wave scattered by the
DUT enters the directional coupler at port 2.
Now port 4 is the coupled port and port 3 is
the isolated port. The directional coupler’s
ability to separate forward and backward
waves is expressed by the directivity:

(2.31)

The above formulas are related by the fol-
lowing expression:

(2.32)

The non-perfect isolation can be corrected
for during the calibration, which will be dis-
cussed in Section 2.6.2.

2.6.1.3 The receiver

The key component of the architecture is the
receiver that measures the incident and
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scattered traveling voltage waves at each
port. In the early years of network analyzers,
only the magnitude could be measured, and
therefore the instrument was called a
“scalar” network analyzer. Nowadays, all net-
work analyzers measure both amplitude and
phase, which explains the name “vector” net-
work analyzer.

The receiver is based on a tuned configura-
tion, as in the case of spectrum analyzers
(Section 2.3). The topology is usually the su-
perheterodyne architecture, as can be seen in
Fig. 2.49. The configuration has three blocks:
a mixer, a filter, and an analog-to-digital
converter. The input signal is down-conver-
ted to a lower intermediate frequency (IF) by
mixing the input signal with the local oscil-
lator (LO). The LO is locked to either the RF
or the IF signal so that the receivers in the
network analyzer are always tuned to the RF
signal present at the input. The IF signal is
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bandpass filtered, mainly to remove un-
wanted signals created in the mixer, thereby
improving the sensitivity and dynamic range.
Note that, in the case of the VNA, a two-re-
ceiver configuration is needed so that one
can measure the amplitude and phase of a
scattered wave relative to an incident wave,
or, in other words, obtain the S-parameters.
After filtering, the amplitude can be meas-
ured using an envelope detector, and the
phase may be measured with a quadrature
detector. However, modern network analyz-
ers use an analog-to-digital converter (ADC)
and digital signal processing (DSP) to extract
magnitude and phase information from the
IF signal.
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Figure 2.49 The receiver of a vector network analyzer.

Finally the measured S-parameters are dis-
played in a format that can be interpreted,
such as a Smith-chart plot.

For the overall configuration to work prop-
erly, the instrument should be carefully cal-
ibrated prior to performing any measure-
ment, which is the subject of the next
section.

2.6.2 Calibration
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The quantities in which we are interested are
the waves at the DUT’s ports, indicated by
superscript D in Fig. 2.47. The instrument is,
however, acquiring the raw quantities, indic-
ated by superscript R. The aim of the process
of calibration is to remove the systematic er-
rors between the connector ports, or probe
tips in the case of on-wafer measurements,
and the actual data acquisition. This includes
effects such as losses and phase shifts in
cables, imperfect directional couplers, mis-
matches, etc. In general terms, the relation-
ship between the four “DUT” waves and the
four “raw” waves can be expressed by a 4 × 4
matrix:

(2.33)

with i indicating the frequency index.
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The aim of the calibration process is to de-
termine the unknown matrix coefficients. It
can be observed that 8 of the 16 coefficients
in Eq. (2.33) are set equal to zero. This cor-
responds to the assumption that there is no
coupling between ports 1 and 2. In other
words, for example, can be determined
from the raw quantities measured at port 1,
namely and , and has no contribution
from the raw quantities measured at port 2.
This assumption is usually valid for connect-
orized measurements in the lower mi-
crowave range, and hence covers the wireless
standards bands. In the case of on-wafer
measurements, this assumption is less ap-
plicable due to the short distance between
the probe tips, which increases the coupling.
Since this book primarily focuses on connec-
torized measurements, we assume that the
no-coupling assumption is valid in the
following.
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In the case of S-parameter measurements,
we are interested only in ratios of waves, as
explained above in Section 2.6.1. Therefore
we can normalize the matrix coefficients
with respect to, for example, the first coeffi-
cient α′1i. As a result, only seven frequency-
dependent coefficients need to be determ-
ined by the calibration procedure. The com-
plex number α′1i does not have to be determ-
ined in the S-parameter-calibration proced-
ure, since this number will be eliminated on
taking the ratios corresponding to the S-
parameters. On the other hand, determining
α′1i is essential in the NVNA calibration, as
will be explained in Section 2.7. Thus

(2.34)

357/673

text/part0010.html#head2-6-1
text/part0010.html#head2-7


There exist many calibration procedures
for S-parameter measurements. The choice
is essentially determined by the validity of
the underlying assumptions. In this book, we
focus on the so-called SOLT calibration,
which is the most commonly adopted ap-
proach for connectorized measurements in
the frequency range for wireless applica-
tions, as well as on TRL calibration, since
this is useful when one wants to develop
one’s own calibration kit.

2.6.2.1 SOLT calibration

The letters of SOLT refer to the standards
being used, namely short, open, load, and
through. The load has a resistance of 50 Ω.
The standards are supplied by manufactur-
ers, grouped in a calibration box (Fig. 2.50).
Lately, also the so-called e-cal has become
possible. This involves a small box that the
user has to connect only once, and then the
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various standards are applied sequentially by
means of internal switches. Here we will ex-
plain the manual process.

Figure 2.50 A calibration box. © Agilent.

The sequence in which the standards are
connected is not important. Usually, one
connects first the three one-port standards
(open, short, and load) sequentially to each
of the ports, and then the two ports are inter-
connected with the “through” standard. The
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standards are not perfect, and therefore the
manufacturer supplies their actual reflection
coefficient Γ. For example, the “open” stand-
ard has a parasitic capacitance value, and the
load has a residual inductance value due to
the short transmission line connecting the
connector to the internal 50-Ω resistor. This
reflection coefficient Γ is frequency-
dependent.

The standards are applied at the connector
ports, and, since this corresponds to the
“DUT” reference plane, we can write the fol-
lowing expressions:

(2.35)

(2.36)

(2.37)

(2.38)
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(2.39)

(2.40)

The superscript numbers 1 to 6 number the
measurements, with O for open, S for short,
and L for load.

Next, we can express the DUT quantities in
terms of the measured quantities by applying
Eq. (2.34). Note that the factor α′1i has been
omitted from the expressions, since it will
vanish anyhow on taking the ratios for the S-
parameters. Thus

(2.41)

(2.42)

(2.43)

(2.44)
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(2.45)

(2.46)

with

(2.47)

(2.48)

(2.49)

The above expressions already provide six
equations to determine the unknown matrix
coefficients. In order to determine all seven
unknowns, we also need a seventh measure-
ment, which is the measurement of the
“through” standard:

(2.50)

362/673



In this expression, it is assumed that the
“through” connection is perfect, meaning
that the scattered wave at port 2, , is equal
to the incident wave at port 1. In reality,
the “through” standard will have a delay, or
phase shift, and also a small loss. This im-
perfection is incorporated into the built-in
calibration algorithm in the VNA.

As with the other standards’ measure-
ments, we can substitute for the “DUT”
quantities the actually measured quantities:

(2.51)

Now we have seven equations, so all of the
unknown calibration coefficients can be de-
termined. This concludes the SOLT calibra-
tion procedure.

2.6.2.2 TRL calibration
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The TRL calibration method was introduced
by Engen [11]. The letters of TRL refer again
to the standards being used, namely through,
reflect, and line. It is an alternative tech-
nique to SOLT, especially when the instru-
ment manufacturer’s connectorized calkit or,
in the case of on-wafer measurements, calib-
ration substrate is not applicable for the
device to be measured. The typical example
is measuring devices in test fixtures. SOLT
requires an accurately trimmed load. This is
a challenge when one has to develop one’s
own calibration kit. TRL is less stringent fab-
ricationwise. It does not require a load, the
reflect doesn’t have to be accurately known,
and the characteristic impedance Z0 of the
through and line should be equal, but the
value does not have to be known. More pre-
cisely, the TRL standards have the following
requirements.
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• Through. Z0 should be the same as Z0 of
the line standard. The attenuation doesn’t
have to be known. If it is a non-zero
through, the electrical length should be
well known and specified if the through is
going to be used to set the reference plane.

• Reflect. the magnitude of the reflection
coefficient is optimally 1.0, but it is not
neccessary to know the exact value. The
phase of the reflection coefficient must be
known to within 90° accuracy. However, if
the reflect is used to set the reference
plane, its phase response must be well
known and specified. Also, the reflect must
be identical on both ports. Typically one
realizes either a short circuit or an open
circuit.

• Line. the characteristic impedance Z0 of
the line establishes the impedance of the
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measurement (i.e., S11 = S22 = 0). The in-
sertion phase of the line must be different
from that of the through. The electrical
length difference between the through and
the line must be larger than 20° and smal-
ler than 160°. The attenuation doesn’t need
to be known. The electrical length should
be known.

Owing to the requirement that the electric-
al length difference between the through and
the line must be between 20° and 160°, the
bandwidth of the calibration might not be
sufficient for the targeted measurements. In
such cases, a set of multiple lines should be
used.

Modern VNAs support TRL calibrations
(Fig. 2.51) and have built-in procedures that
ask the operator to connect the various
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standards, and then calculate the calibration
coefficients.

Figure 2.51 A TRL calibration kit for in-fixture
measurements.

2.6.3 VNA measurement uncertainty

Measurement uncertainty in the case of S-
parameter measurements is more complex
[12] than for the instruments discussed in
previous sections. To acquire a basic
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understanding of measurement uncertainty,
the reader is referred to the comprehensive
online “Guide to the expression of uncer-
tainty in measurement,” known as the GUM
document, and its appendices [13].

2.7 Nonlinear vector network
analyzers

Whereas a vector network analyzer returns
only ratios of waves, absolute measurements
can be obtained with a nonlinear vector net-
work analyzer (NVNA). In this book, we fo-
cus on the architecture that is most wide-
spread nowadays, namely the so-called
mixer-based approach (Fig. 2.52). This ap-
proach was preceded by several alternative
architectures making use of harmonic
sampling (i.e., the microwave transition ana-
lyzer (MTA) and derived architectures such
as the large-signal network analyzer (LSNA))
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and equivalent time sampling (i.e., oscillo-
scopes). For a historical overview, see [14].

Figure 2.52 Two mixer-based NVNAs. Images © external
vendors.

2.7.1 Architecture

The mixer-based NVNA architecture is illus-
trated in Fig. 2.53. It is based on a four-port
VNA [15]. In fact, a five-channel VNA would
be sufficient, but the typical commercial
VNA implementations are either two-port or
four-port. Four channels, or two ports, are
needed in order to acquire the incident and
traveling voltage waves at the two-port
DUT’s reference plane. The fifth channel is
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used to enable the harmonic phase measure-
ments. In a normal VNA configuration, the
local oscillator frequency is swept across the
measurement frequency range. Since the
phase of the local oscillator varies from
measurement to measurement, the phase re-
lationships of the incident and scattered
waves at the harmonic frequencies cannot be
determined. The use of the fifth channel re-
solves this problem, since it enables one to
characterize the phase of the local oscillator
at each frequency, and thus it becomes pos-
sible to characterize also the harmonic phase
relationships of the incident and scattered
waves at the DUT’s reference plane. The
phase of the local oscillator is tracked by
means of a so-called harmonic phase refer-
ence device (Fig. 2.54).
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Figure 2.53 The mixer-based NVNA architecture [15] ©
IEEE.

Figure 2.54 Calibration elements for NVNA measure-
ments: from left to right, calibration box, on-wafer calibra-
tion substrate, power sensor, and harmonic phase reference.
Images © external vendors.

371/673

text/part0010.html#ref-15


Even though the internal architecture of
this harmonic phase reference device has
changed over the years, especially to cover
wider bandwidths, the principle is that it be-
haves as a comb generator. This means that
it is a strongly nonlinear device, such that,
when excited by a reference signal, e.g., at 10
MHz, the output signal has a large number of
harmonics with high amplitudes. The refer-
ence frequency at which the device is excited
is chosen to be the highest common factor of
all frequencies in the signals present at the
measurement ports, or a subharmonic of
that frequency. One harmonic of the refer-
ence frequency will then fall at each fre-
quency of interest. Since it is assumed that
the absolute phase relationship of each comb
tone remains static for the duration of a
measurement, the respective phase of the
local oscillator at each harmonic frequency
can be determined, and thus so can the
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relative phase relationships of the measured
DUT quantities.

2.7.2 Calibration

The aim of the calibration process is similar
to that with S-parameter measurements in
the sense that we want to determine the
“DUT” quantities from the measured “raw”
quantities. We reconsider the matrix rela-
tionship as introduced in Eq. (2.34). The
complex factor α1i′ is now represented by its
magnitude Ki and phase Φi :

(2.52)

In the case of NVNA measurements, the
aim is to determine the absolute value of the
waves, and therefore Ki and Φi must now be
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determined as well. This also implies that the
coefficients in the matrix are still being de-
termined using an S-parameter calibration
technique. In summary, the calibration con-
sists of three steps:

(1) linear calibration

(2) power calibration

(3) harmonic phase calibration

For the linear calibration, the S-parameter
calibration technique of preference can be
adopted. As mentioned in Section 2.6.2, the
calibration technique of choice depends on
the target frequency range and whether the
measurements are connectorized or on-
wafer. To determine the frequency-depend-
ent magnitude Ki, a frequency-dependent
power calibration using a power meter, as
described in Section 2.2, should be carried
out. In order to determine the unknown
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phase Φi, a phase reference is used [16]. This
implies that in total two phase references are
required in the case of the mixer-based ar-
chitecture: one phase reference to track con-
tinuously the phase of the frequency-sweep-
ing local oscillator and a second phase refer-
ence for the calibration. To perform the
NVNA phase calibration, the phase reference
is connected to the instrument. It is excited
by the lowest frequency of interest, typically
10 MHz. The rich harmonic content of the
phase reference enables one to determine the
unknown phase relationships Φi for harmon-
ics i of the excitation signal up to the
millimeter-wave range. The phase reference
on its own can be calibrated by connecting it
to a sampling oscilloscope. The wide har-
monic frequency spectrum corresponds to a
sharp pulse in the time domain. Since the
measurement of a sampling oscilloscope is
traceable to physical quantities [17], the
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measurement of the phase reference is trace-
able. Such measurement of the phase refer-
ence is usually executed by the manufac-
turer, who has access to a traceable sampling
oscilloscope.

Figure 2.54 illustrates the set of calibration
elements for an NVNA calibration. The calib-
ration box or on-wafer reference substrate is
used for connectorized or on-wafer linear
calibration, respectively. The power sensor
and phase reference are connectorized and
do not yet have an on-wafer equivalent. For
on-wafer NVNA measurements, an
additional, manufacturer-dependent calibra-
tion step is required in order to refer the
power and harmonic phase calibrations to
the on-wafer reference plane.

The uncertainty description of NVNA
measurements is still an on-going research
topic. As with the calibration, it can be sub-
divided into three parts, namely the linear
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measurements’ uncertainty, power measure-
ment uncertainty, and absolute phase meas-
urement uncertainty. The linear measure-
ments’ uncertainty can be referred to the un-
certainty in S-parameter measurements (see
Section 2.6.2), whereas the power measure-
ment uncertainty can be linked to the uncer-
tainty in power-meter measurements (see
Section 2.2.5). The uncertainty of the phase
standard is still being investigated [18].

2.8 Oscilloscopes

The figures of merit presented in Chapter 1
are mostly frequency-domain-based ones.
An oscilloscope is a time-domain-based in-
strument. Even though the FFT can be used
to obtain the corresponding frequency spec-
trum, most wireless engineers prefer to work
with instrumentation such as SAs and VSAs.
One of the reason for this is the lower
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dynamic range, and also the frequent need
for repeat calibrations due to time-base dis-
tortion, jitter, and drift. Nevertheless, it can
be useful to have an oscilloscope in the lab,
for example for quick de-bugging purposes.
Some examples of high-frequency oscillo-
scopes are depicted in Fig. 2.55.

Figure 2.55 The oscilloscopes. Images © external vendors.

A distinction should be made between real-
time oscilloscopes and equivalent-time
sampling oscilloscopes. Real-time oscillo-
scopes sample a waveform at a very high rate
and store the measurements in a circular
memory buffer. By setting trigger events (see
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later), the user can determine which part of
the waveform to view. The fundamental ad-
vantage of a real-time oscilloscope is that it
enables one to characterize one-time transi-
ent effects. On the other hand, since it re-
quires a very fast ADC, the bandwidth of a
real-time oscilloscope is substantially less
than that of an equivalent-time sampling
oscilloscope.

The operating principle of an equivalent-
time sampling oscilloscope, often called a
sampling oscilloscope, is represented in Fig.
2.56. One assumes that the signal is periodic,
implying that single-shot events cannot be
measured with this instrument. The moment
at which a sample is taken is varied from
cycle to cycle by means of the varying delay
τ, such that in the end the full waveform has
been characterized. The typical bandwidth is
on the order of 70 GHz.

379/673

text/part0010.html#fig2-56
text/part0010.html#fig2-56


Figure 2.56 The operating principle of an equivalent-time
sampling oscilloscope.

An important parameter in oscilloscope
measurements is triggering. The trigger
event defines the point in time at which a re-
peating window of waveform information is
stabilized for viewing. The trigger also allows
one to capture single-shot waveforms in the
case of real-time oscilloscopes. Edge trigger-
ing is the basic and most common type. For
edge triggering, the user selects the slope
(positive or negative, or both) and level, and
the oscilloscope triggers when the signal
meets these conditions. This is also known as
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threshold crossing. The types of trigger con-
trol are diverse and manufacturer-depend-
ent. One can trigger on signals on the basis
of amplitude on time, and even by logic state
or pattern. Some examples are listed in the
following overview, and graphically illus-
trated in Fig. 2.57.
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Figure 2.57 Varieties of oscilloscope triggering: from left
to right, slew-rate triggering, glitch triggering, pulse-width
triggering, runt-pulse triggering, setup-and-hold triggering,
time-out triggering, and communication triggering.

• Slew-rate triggering: trigger on fast or slow
edges. This approach is more advanced
than edge triggering, insofar as the latter
does not consider the slope itself, but only
the threshold value.

• Glitch triggering: trigger on pulses when
they are shorter or longer than a user-
defined time limit.

• Pulse-width triggering: accept (or reject)
only those triggers defined by pulse widths
that are between two defined time limits.
This is useful for observing inter-symbol
interference (ISI).
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• Runt-pulse triggering: accept only those
triggers defined by pulses that enter and
exit between two defined amplitude
thresholds.

• Setup-and-hold triggering: trap a single vi-
olation of setup-and-hold time that would
almost certainly be missed by using other
trigger modes. This trigger mode makes it
easy to capture specific details of signal
quality and timing when a synchronous
data signal fails to meet setup-and-hold
specifications.

• Time-out triggering: trigger on an event
without waiting for the trigger pulse to
end, by triggering on the basis of a spe-
cified time lapse.

• Logic triggering: trigger on any logical
combination of available input channels.
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This approach is especially useful in verify-
ing the operation of digital logic.

• Communication triggering: these trigger
modes address the need to acquire a wide
variety of alternate-mark inversion (AMI),
code-mark inversion (CMI), and non-
return-to-zero (NRZ) communication
signals.

Finally, to correct for time-base errors in
oscilloscopes, the setup shown in Fig. 2.58
can be applied. The idea is that a sine wave is
measured simultaneously with the signal to
be characterized. By phase-shifting the sine
wave by 0° and 90°, the necessary informa-
tion to enable error correction can be ob-
tained. We refer the reader to [19] for the
mathematical details. It is important to real-
ize that this method requires the oscilloscope
to have at least three channels. Also, the
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source generating the reference sine wave
and the signal to be characterized should be
time-synchronized.

Figure 2.58 The setup for time-base error correction [19]
© IEEE.

2.9 Logic analyzers

Logic analyzers are similar to digital oscillo-
scopes, but, rather than capturing the analog
signal itself, they capture logic states in a
predetermined input. By logic states we
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mean digital signals, which can be translated
as follows: if a signal is above a certain
voltage threshold Vth then a “1” is measured,
whereas, if it is below the threshold, a “0” is
measured. This is illustrated in Fig. 2.59.

Figure 2.59 Logic states in a logic analyzer.

The reader might wonder why we are talk-
ing about logic analyzers in this book, but, if
we remember that emerging wireless sys-
tems are rapidly tending towards being all
digital, either at the receiving stage or at the
transmitter stage, then the radio path will be
a bus (with n bits) that contains a digital
word corresponding to the signal waveform.
With this concept of a digital signal in mind,
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a logic analyzer is nothing more than a very
large number of time scopes, one for each
input.

In contrast to the case of an oscilloscope, in
a logic analyzer the number of inputs corres-
ponds to the number of bits we can gather
from our DUT, which in this case we call the
system under test (SUT). The typical number
of inputs spans from near 34 to 136 lines in
commercial logic analyzers.

Figure 2.60 presents a typical logic-analyz-
er architecture. As can be seen, the architec-
ture contains a probing stage, a sampling
stage, a huge real-time memory, a triggering
mechanism, and a display for gathering all
the information. These blocks will be ex-
plained individually.
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Figure 2.60 Logic-analyzer architecture.

2.9.1 Logic-analyzer probes

Regarding the probing stage, it is important
to consider that in this case the objective is
to acquire several signals that can have very
high speed, so a correct probing mechanism
is fundamental. Figure 2.61 presents some of
the typical probes used in logic-analyzer
measurements.
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Figure 2.61 Logic-analyzer probes. © Tektronix.

We can identify three main types of probes.
The first type consists of the so-called
general-purpose probes. Such probes are
based on “flying lead sets,” which are so
called because they are actually leads that do
not contact each other, so they can actually
fly over the circuit to be measured, and are
intended for picking up point-by-point
samples, just like a conventional oscilloscope
probe. These probes are used mainly for
troubleshooting purposes.

Another probe type consists of high-
density, multi-channel probes. In this case
the probe is packed into a specific connector
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that can be hooked to a connector pair,
which is normally embedded into the circuit
to be measured.

Sometimes it is also recommended that
probes of a third type, namely connector-less
high-density probes, be used.

It is important to note that, despite the fact
that logic analyzers have to measure logic
states, the actual signal is a voltage wave-
form that changes with time, and, in the case
of wireless signals, that variation over time
can be extremely fast. Thus any mismatch at
each probe point can actually degrade the
signal itself. This is especially problematic
due to the capacitances of the probes. Figure
2.62 presents this capacitive problem, where
the logic state, which should be a pure
square wave, is being delayed due to the ca-
pacitive phenomena. Thus an error can occur
when identifying the correct logic state, and
then be attributed to the SUT, whereas the
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error actually arises from a badly chosen
probe.

Figure 2.62 Probe capacitive problems.

It is recommended that, before starting a
logic analysis, the user identify the correct
probe in terms of maximum operation fre-
quency, in order not to degrade the measure-
ment and corrupt it with noise.

Despite this, for high-frequency signals it is
also fundamental, and obligatory, that each
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probe should have a ground line, and most of
the time the same cable should combine a
line and a ground path simultaneously in or-
der to reduce significantly the noise. If this
procedure is not implemented then the noise
can corrupt some of the transmitted signals.

2.9.2 Sampling the logic data

The second block to account for in the logic
analyzer is the sampling stage. Sometimes
manufacturers call this process the clock
mode. We can consider two different types of
sampling, namely the timing acquisition
(sometimes called asynchronous acquisition)
and the state acquisition (sometimes called
synchronous acquisition).

The timing mode is just like a sampling
device. The logic analyzer measures a new
value each sampling interval, imposed by an
internal clock, and thus any event that
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happens in between is ignored. This will fill
up the memory with logic patterns that vary
with time. The smallest sampling time cor-
responds to the highest bit rate we can
measure.

The other sampling mechanism is the state
acquisition. It is also called synchronous ac-
quisition since the logic analyzer will behave
as a synchronous device that captures data
when a certain state is activated. The state
can be the system clock, a control signal on
the bus, or any other signal that causes the
SUT to change states.

In the sampling mechanism we can also
define when the sampling is done, i.e., dur-
ing the falling or during the rising edge. In
the state mode the signal should be stable
prior to the measurement, in order to guar-
antee a good level of measurement
confidence.
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It is also useful that the probes are able to
acquire simultaneously the state and the tim-
ing, since that will facilitate a huge amount
of problem detection and will significantly
improve the de-bugging time.

2.9.3 Triggering

Triggering in a logic analyzer has a broader
meaning than in an oscilloscope, since we
can define a multitude of triggering forms.
To understand triggering in logic analyzers,
we must define an “event.” An “event” is a
signal pattern that can initiate a trigger; for
instance, an “event” can be a glitch in the
bus, a specific word, or any other form of sig-
nal pattern. Table 2.6 presents some forms
of triggering.

Table 2.6 Logic-analyzer triggers
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It is important to mention that the better
the time resolution, the better the triggering
that can be achieved.

2.9.4 Real-time memory

After the signals have been sampled and ac-
quired, they will fill up a real-time memory.
Actually it is this memory which will contain
all the measured data and will allow the user
to understand the functioning of the SUT,
and thus its subsequent characterization, for
instance in terms of the spectrum, BER,
EVM, etc.
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The memory can start to be filled up at a
specified trigger, and this process can be
stopped at another trigger. In this way the
user can analyze the overall acquisition very
efficiently. The user can afterwards decide
what to do with the saved data.

Figure 2.63 shows how the memory be-
comes filled up, as well as some triggering
mechanisms.

Figure 2.63 Memory filling up.

2.9.5 Analyzing the acquired signal

The signal that fills up the memory can then
be analyzed either at a digital level, so we can
see what the bus contains, or as a
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representation of the analog level. In the lat-
ter case the digital words are converted back
to a representation of the analog signal by
using a simple mathematical expression like

(2.53)

where LSB is the least significant bit, MSB
the most significant bit, N the number of
bits, and D0, …, DN the bit stream. Using this
equivalence, the user can plot the evolution
of the signal over time, can calculate the fre-
quency behavior using an FFT, or can plot
the constellation diagram of a modulated
complex envelope signal, and can implement
all the types of measurement that are adop-
ted with analog signals, as illustrated in Fig.
2.64.
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Figure 2.64 Displaying the information using a digital
word.

In systems of this type the accuracy and
uncertainty aspects are similar to those in
the previously presented approach involving
digital oscilloscopes.

2.10 Noise-figure measurement
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In the past, when no digital scopes were
available, one encountered noise-figure (NF)
meters as standalone instruments that in-
cluded noise sources and measurement
scopes within the same box. Nowadays NF
measurement is not done using an instru-
ment by itself, but is dealt with by a firmware
update containing software that is able to
calculate the NF values from different meas-
urements of power, normally with and
without a noise source, or, in certain imple-
mentations, with the noise source connected
(hot) and disconnected (cold).

The NF can thus be measured using a spec-
trum analyzer (or, in certain contexts, a
power meter) or, in new instruments, using a
vector network analyzer. With a spectrum
analyzer, the main idea is to use a noise
source, usually implemented using a diode,
and to measure the power with the noise
source on and off. With a network analyzer
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the main idea is to measure a single sinusoid
by taking several averages. The average value
is then compared with the non-averaged
value, and the difference is the added noise
as was explained in Section 1.3.2. The two
implementations are now discussed in more
detail.

2.10.1 Noise-figure measurement using
a noise source

The traditional way to measure the noise
factor (noise figure) is by using a noise
source, and measuring the power at the out-
put of the DUT with the noise source on and
off. This is illustrated in Fig. 2.65.
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Figure 2.65 Noise-figure measurement using a noise
source.

This method involves first a calibration of
the system, by measuring the noise source
directly connected to the spectrum analyzer,
as will be seen in Section 4.2.2. This first step
will impose the calibration of the system,
and will measure the noise power of the
noise source when it is connected,
PngeneratorON, and disconnected,
PngeneratorOFF.

In the next step the DUT is inserted
between the noise generator and the SA, Fig.
2.65. Again the noise source will be
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connected and disconnected, and the power
appearing in the SA will be measured. The
output noise of a DUT, when no noise source
is applied at the input, is given by

(2.54)

as was presented in Section 1.3.2. Foverall cor-
responds to the overall noise factor of the
DUT and the spectrum analyzer in this case.

If we now add a noise source at the input
then the output power will be

(2.55)

In this case we assume that the noise-
source power is known, and can be represen-
ted by Fnoisesource, which is sometimes also
called the excess noise ratio (ENR). This was
actually captured at the calibration stage. On
combining these two equations we can calcu-
late a factor called Yfactor as
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(2.56)

Foverall can then be calculated as

(2.57)

As mentioned, Foverall is the overall noise
factor, that is, the combination of the DUT
noise factor with the spectrum-analyzer
noise factor. Fortunately, since the noise
factor of the spectrum analyzer is known, the
DUT noise factor can be calculated using the
noise Friis formula:

(2.58)

leading to

(2.59)
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The DUT gain can also be calculated using
the previous measurement done at the calib-
ration stage, also using the setup of Fig. 2.65.
In this case the extra value at the output of
the DUT will be measured and compared
with the previous noise-source overall
power:

(2.60)

There are several drawbacks to this meth-
od, notably the fact that any error in
Fnoisesource will appear as an error in the final
measurement. Also, the method does not im-
plement any power calibration and does not
correct for input mismatch, and therefore
the method provides better results for low
VSWR values.
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2.10.2 Noise-figure measurement
without a noise source

Another very interesting method for measur-
ing the noise figure of a DUT is completely
based on the high quality of instruments
nowadays, and on the ability to process a
huge amount of data. The method consists of
reducing noise by brute force.

The traditional method employed to reduce
noise in measured signals is to consider that
the noise is a random variable with zero
mean and that the signal to be measured is a
deterministic signal in a time window. So, if
the signal is averaged, its shape is kept con-
stant, since the signal is deterministic, and
therefore does not change from measured
window to measured window. On the other
hand, since noise is random with zero as
mean value, the overall value will converge
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to zero with increasing O, with O the number
of averages.

Thus, in order to implement this measure-
ment method a simple network analyzer is
used, and a single sine wave is measured at
the output using two different approaches, as
illustrated in Fig. 2.66.

Figure 2.66 Noise-figure measurement without a noise
source.
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As can be seen from Fig. 2.66, the data is
processed using two different mathematical
approaches. One approach considers the av-
erage (AVG) value of the signal, while the
other considers the root-mean-square (RMS)
value of the signal. The AVG value will con-
verge to the signal itself, while the RMS
value will account for the signal and the
noise. The following equations explain how
these calculations are done:

(2.61)

(2.62)

On considering now that our signal is cor-
rupted by noise, xi = s + ni, and applying the
two equations, we get
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(2.63)

(2.64)

If the difference between the two is calcu-
lated, we obtain

(2.65)

For large values of O the second term will
converge to zero and the final result will con-
tain mainly the measured noise power:
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(2.66)

where R is the system impedance. Using
again the well-known F formulas as in Sec-
tion 1.3.2, we have

(2.67)

Psignalinput /Pnoiseinput can be measured
without the DUT being present and following
a calibration procedure. It should be stated
that, since this measurement is strongly
based on power evaluation, a correct calibra-
tion is fundamental prior to any measure-
ment, otherwise the overall result will be
strongly corrupted by noise. This calibration
is supported by a series of attenuators that
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are connected in sequence at the input/out-
put ports.

In Chapter 4 some examples will be given
in order to help the reader understand how a
full noise measurement can be done.

2.10.3 Accuracy and uncertainty of
noise-figure measurement

The accuracy and uncertainty of these noise-
figure-measurement instruments are similar
to those of spectrum analyzers and vector
network analyzers, since they are actually
part of the measurement process. Actually,
extra errors can appear in these instruments,
mainly from the noise source in the ap-
proach using noise-source devices. In those
cases the noise source should be carefully
characterized prior to any measurement. Ac-
tually, the operator should be aware that any
extra noise sources around the instrument
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(for instance, mobile phones, WiFi inter-
faces, fluorescent lights, etc.) can completely
degrade the measurement. So we should
avoid laboratory spaces where such extra
noise sources are present.

Moreover, any mismatch could also de-
grade your measurement and subsequently
the measured Y -factor. As presented in oth-
er schemes, the use of an isolator can help to
minimize the uncertainty problem due to
mismatches.

The same problems as those identified with
power meters can actually be considered
here. For instance, if the measurement is
overloaded, nonlinear behaviors can appear
and may completely degrade the measured
result. So the user should ensure that the in-
put of the power meter (noise-figure analyz-
er) is not overloading the RF front end.

Uncertainty in this type of instrument can
thus be calculated as [20]
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(2.68)

where P is 1 for a single frequency, and 0 for
a measurement involving frequency conver-
sion. Each of the δ terms corresponds to the
variance of a value.

Problems

2.1 If the spectrum occupancy in a mobile
network is to be measured, what is the best
instrument to use and why?
2.2 Calculate the sampling bandwidth you
should have in a VSA if a WiFi signal with
bandwidth 26 MHz is to be measured.
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2.3 Compare an RTSA with a VSA in terms
of bandwidth capability and explain the
main differences.
2.4 Consider a CW signal with 1 W of power
that needs to be measured in the presence of
a 1-μW modulated signal with a power spec-
tral density spread in a bandwidth of 1 MHz.
Calculate in this case the minimum dynamic
range of an SA.
2.5 Calculate the optimum sweep time for
an SA with RBW 1 Hz and span 1 MHz con-
sidering a filter behavior with k = 1.
2.6 What is the increase of the NF in an SA
if an attenuator of 10 dB is inserted at the
input?
2.7 What imposes the maximum power lim-
itation in any instrumentation? Focus on
power meters and SAs.
2.8 Explain the main problem that appears
in a VNA measurement if the isolation
between ports is not zero.

413/673



2.9 What is the main limitation of a VNA if
we do not use the through in the calibration
process?
2.10 A comb generator is fundamental in a
NVNA. Explain why.
2.11 Why does one need to do a power calib-
ration in a NVNA configuration?
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3 Signal excitation

3.1 Introduction

This chapter is devoted to signal excitation
for RF characterization. In that respect the
main types of excitation used in the mi-
crowave field will be presented and their
capabilities for wireless-system characteriza-
tion, identification, and modeling will be ex-
plained. The main focus of this chapter is on
the generation of special signal patterns and
the explanation of the capabilities that those
signals bring to the wireless metrology. This



approach will complement previous
chapters, by explaining how to generate and
how to gather important information from
specially designed signals. The chapter will
start with the one-tone or single-sinusoid
excitation.

In linear systems, figures of merit spanning
power gain, noise figure, VSWR, bandwidth,
etc. are mainly measured and obtained using
a single sinusoid. Since in this type of system
superposition laws are valid, the extension of
those figures of merit to other forms of excit-
ation that are different from the ones which
were used for their identification is valid. So,
normally, linear systems’ figures of merit are
measured using one tone, and then extrapol-
ated very easily to other forms of excitation.

In nonlinear systems this extrapolation is
not so simple, and in certain cases it is not
even possible, since a nonlinear system does
not obey superposition and thus the one-
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tone excitation is not enough to gather all the
characteristics of the nonlinear system. This
fact will give rise to the next section, and the
chapter will evolve to consider more complex
signals such as the two-tone (two-sinusoid)
signal, which is a signal that is typically used
for evaluation of nonlinear distortion, mainly
intermodulation distortion.

The chapter will then move forward to
multi-sine excitation, which is very import-
ant, not only from a spectral point of view,
but also from a time-domain point of view,
since some special care should be taken in
order to generate multi-sine excitations for
testings of real telecommunications RF
components.

We will then progress to a discussion of
complex modulated signals, where the con-
cepts behind arbitrary waveform generators
will be presented and discussed. Finally,
some more dedicated and specially designed
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signals for component modeling will be ap-
proached by presenting the generation and
evaluations of chirp signals.

3.2 One-tone excitation

One-tone excitation and single sinusoids are
actually the orthogonal basis for evaluation
of Fourier series. This is why the single si-
nusoid is the preferred form of excitation
when we are concerned with measuring
steady-state and spectrum contents. For in-
stance, linear systems are well characterized
by using single sinusoids as the excitation.
The DUT is then measured by accounting for
its output amplitude and phase deviation in
the frequency domain. This approach actu-
ally allows us to measure the complete
frequency-domain transfer function H(jω).
The input excitation in a one-tone excitation
is given by
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(3.1)

where Ai is the input amplitude and ω = 2πf
is the fundamental radian frequency.

In linear systems the output of the evalu-
ated component is measured at the same in-
put frequency, which will be referred to from
now on as the fundamental frequency. Since
the linear system affects only the phase and
amplitude of the input signal, the output will
be

(3.2)

From Eq. (3.2) it can be seen that the out-
put will have a change in amplitude and in
phase, and thus it can perfectly characterize
the input–output relationship and the linear
transfer function H(jω), as expressed by
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(3.3)

where aor and air are the real output and in-
put components, and aoi and aii are the ima-
ginary output and input components,
respectively.

This function can then be plotted using a
phase and amplitude diagram, and thus it
characterizes completely the DUT.

In microwave circuits and systems, instead
of representing the signals as x(t), it is usual
to represent the incident and scattered waves
into each device port, as explained in Section
1.2.1. In that case, for instance in an i-port
device, the measured quantities will be the
incident wave in port i, ãi , and the scattered
wave at the same port, .

Thus any of the characterization figures of
merit for linear RF devices, explained in
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Section 1.2.1 can be characterized perfectly
using this type of excitation. Moreover, if the
amplitude of the input excitation is varied, it
is also possible to measure nonlinear figures
of merit with this excitation, such as the
AM–AM and AM–PM figures introduced in
Section 1.5.

3.2.1 One-tone generation mechanisms

In order to generate a single sinusoid, sever-
al approaches can be followed, from simple
RF oscillators to the more complex digital
versions like the direct digital synthesis
(DDS) oscillator. In any case it is important
to consider that the oscillator signal should
be as close as possible to a frequency-domain
impulse at a certain frequency. Figure 3.1
presents an ideal sinusoidal excitation, in
both domains (time and frequency).
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Figure 3.1 An ideal RF single sinusoid: (a) in the time do-
main and (b) in the frequency domain.

It is very important to consider several
parameters for evaluating the quality of an
RF sinusoid. The parameters of interest in-
clude the phase noise, output power, and fre-
quency stability.

As was explained in Section 1.10.1.2, phase
noise is in fact a very important and difficult
parameter to control, and a low value is fun-
damental for good RF system performance.
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The topology of a typical RF source is
presented in Fig. 3.2. An RF source is built in
three main blocks, namely the RF reference
block, the synthesizer part, and the output
section. These blocks will now be discussed
individually. Note that here we will show and
identify approaches for the construction of
RF generators; how to actually design RF os-
cillators is beyond the scope of this book.
Several good references can be found in this
field, such as [1, 2].
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Figure 3.2 The three RF generator blocks, namely the RF
reference, the RF synthesizer and the RF output power
stage.

3.2.1.1 The reference signal

The reference signal can be provided by any
good oscillator. Oscillators are most com-
monly realized using quartz, typically as
crystal oscillators. Nevertheless, these crys-
talline oscillators are affected by such para-
meters as aging, temperature, and line
voltage. Temperature variation actually
causes the most severe form of signal-quality
degradation, and thus, in order to improve
its characteristics, the crystal oscillator can
be further compensated for temperature
variation, by using a thermally compensated
oscillator (TCXO) or by putting it in a con-
trolled environment such as an oven, being
in that case an oven-controlled oscillator
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(OCXO). Figure 3.3 presents a crystal
oscillator.

Figure 3.3 A typical reference crystal oscillator. In the up-
per part the symbol used is displayed. In the bottom part
the model of a crystal oscillator is sketched. This is com-
posed of an RLC circuit in parallel with a capacitor. The
RLC circuit imposes a resonance frequency of the crystal
oscillator.

It should be noted that external references
could also be used, which can improve or
sometimes degrade the overall reference.
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These reference oscillators most commonly
work at 10 MHz in laboratory environments.

3.2.1.2 The synthesizer block

The output frequency of the generator de-
rived from the reference oscillator is created
by having recourse to a synthesizer. In the
majority of cases the synthesizer is based on
the well-known principle of a phase-locked
loop (PLL) [3]. The use of PLLs is in fact a
clever way to create a synthesized sinusoidal
oscillator. In this case the frequency can be
selected using a digital keyword, typically by
using digital frequency dividers that can be
introduced into the control loop.

Figure 3.4 presents one possible configura-
tion, where we see the reference oscillator,
mixer (called a phase detector), filter, VCO,
and frequency divider. The basic principle is
based on the fact that, when the reference
oscillator is mixed with the feedback signal,
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it will create an output signal that will be
filtered out by the low-pass filter before be-
ing fed to the VCO. The low-frequency
voltage at the input of the VCO will make the
VCO run at an RF frequency that will be fur-
ther subdivided by the loop frequency di-
vider. This process will then continue until
the two signals at the mixer run at the same
frequency and in phase, which means that
the output of the mixer will be, after the loop
has converged, a DC voltage. This voltage
will then feed the VCO, and thus the output
will be maintained at a constant frequency.
When the two frequencies at the mixer are
equal, we say that the PLL is locked. The fil-
ter bandwidth should be chosen in order to
filter out any high value of frequency, but not
to be as narrow as possible, since in that case
the PLL will not converge and will not lock
for a high separation between frequencies.
The frequency will then be decided using the

430/673



loop frequency divider, where we can choose
a correct value for generating the RF
frequency.

Figure 3.4 The ideal PLL approach, including the RF refer-
ence and the RF synthesizer based on a PLL configuration.

For instance, consider a crystal reference
oscillator running at 10 MHz, and a 2.4-GHz
output signal as the main RF design object-
ive. The frequency division should be at least
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2400/10 = 240. This division number is usu-
ally selected using a digital keyword that is
fed to the digital divider. More information
and design rules for PLL synthesizers can be
found in [3].

If the reader carefully looks at the PLL
structure, it is possible to observe that one of
the main components is a voltage-controlled
oscillator (VCO). The VCO is in fact the core
component in the PLL, and it is responsible
for the overall generation mechanism. It can
be built from a simple oscillator such as one
in the Colpitts and/or Hartley configuration
[1], both of which configurations are illus-
trated in Fig. 3.5. In these circuits the oscil-
lator frequency is usually controlled by chan-
ging the feedback loop using a capacitance
that changes with voltage, such as a varicap.
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Figure 3.5 Possible solutions for VCO implementation: (a)
the Colpitts configuration and (b) the Hartley configuration.

In these VCO configurations special care
should be taken to guarantee a good phase-
noise pattern. In fact the oscillator is con-
trolled by the feedback loop of the configura-
tion, and it can be optimized by using some
kind of resonator. More information can be
obtained from [1].

Nevertheless, PLLs are not suitable for very
high frequencies in the microwave or
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millimeter-wave range. In that case the gen-
erator can be built using a synthesized ver-
sion for the lower-frequency part, and then
up-converted to higher frequencies by using
a cascaded mixing strategy, as presented in
Fig. 3.6. This procedure is called direct fre-
quency synthesis (DFS). It allows the genera-
tion of an output frequency whereby several
RF oscillators are mixed and filtered con-
tinuously in order to create an output signal
at very high frequency. Sometimes a YIG (yt-
trium iron garnet) oscillator is used to im-
prove the RF generation. Such a YIG oscillat-
or is actually tuned with magnetic fields.
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Figure 3.6 The DFS approach. In this case three RF syn-
thesizers are used in combination to create a higher output
frequency.

There are also some approaches that are
implemented completely in the digital do-
main, called direct digital synthesis (DDS).
The principle is shown in Fig. 3.7. In that
case a digital form of the sine-wave signal is
first uploaded by software to a memory look-
up table. This table is then read by using a
phase accumulator that will traverse all the
table points with a predetermined frequency.
The read values will then be fed into a
digital-to-analog converter (DAC). Thus the
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frequency in this case will be proportional to
the speed at which the values in the look-up
table are traversed. At the output we need a
bandpass filter to guarantee that the sine
wave does not resemble a DC staircase form,
but is really a sine wave. These generators
are mainly used in the low-frequency range.
For example, nowadays commercially avail-
able DDS generators operate at up to 3 GHz.

Figure 3.7 The DDS approach. The diagram shows the di-
gital part of this approach, including a phase accumulator, a
look-up table, and the final-stage DAC.

3.2.1.3 The output stage
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The generator is finally composed of an out-
put block, that contains the circuitry that is
needed in order to level up the signal, and to
control its amplitude. The scheme is presen-
ted in Fig. 3.8.

Figure 3.8 The output stage of the RF generator.

This block is the main cause of non-ideal
responses from the generator, since the out-
put amplifier can operate in the nonlinear
regime, and in that case it will generate sev-
eral harmonic contents and spurious signals
that will degrade the overall signal purity.
Actually, the procedures and evaluation that
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were presented in Section 1.8 in relation to
power amplifiers can be applied directly
here. This means that most RF generators
should be operated at a value smaller than
the maximum available, since at the maxim-
um the harmonic content can alter the meas-
urements being made. Most modern RF gen-
erators present an “uncal” warning on reach-
ing these points of operation.

3.2.2 One-tone instrumentation

In the previous section some of the proced-
ures for generating sinusoidal signals were
presented. Nevertheless, it is important to
consider several figures of merit when select-
ing an RF generator. Tables 3.1 and 3.2
present typical datasheets of an RF
generator.
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Table 3.1 Datasheet frequency parameters for a sinusoidal-
signal generator

Table 3.2 Sinusoidal generator datasheet power
parameters
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As can be seen from the datasheets, several
figures of merit are considered, namely the
frequency of operation, phase-noise level,
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maximum output power, frequency step, at-
tenuation step, etc. Let us discuss these para-
meters individually.

3.2.2.1 Frequency parameters

The RF parameters concern the frequency of
operation. For the example considered, the
frequency range of the instrument spans
from a few MHz to several GHz. The fre-
quency resolution is the next parameter,
where, e.g., 0.1 Hz is given as the resolution.
The resolution is defined as the minimum
difference in frequency between two sinus-
oids which still allows one to have two dis-
tinct peaks in the spectrum.

Another important parameter is the set-
tling time, which presents important inform-
ation about the speed at which the RF gener-
ator can change from one frequency to an-
other. In this case it is on the order of milli-
seconds. This specification is very important
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when using the RF generator in combination
with a network analyzer, for instance.

It is important to notice that different fre-
quency bands are identified for each para-
meter. This is due to the fact that, to achieve
such a broad bandwidth, namely from MHz
to GHz, the generator will actually need to be
run with different configurations, and thus
with different specifications.

The accuracy of the oscillator is further giv-
en by the change with temperature (specified
in Hz per year or per month), change in line
voltage (specified as a percentage of voltage
change), and change in calibration.

Other parameters are also provided, such
as the external reference signal to be used if
necessary. The reference signal is usually a
signal at frequency 10 MHz, which is the
standard in laboratory instrumentation.
Depending on the options of the generator,
other information may be available, such as
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the sweeping points for step generators or
the sweeping time for ramp generators. It
should be mentioned that sometimes these
generators accept also triggers that allow
them to be connected with other instrument-
ation in order to measure quantities in a syn-
chronized manner.

3.2.2.2 Output power parameters

The next main group of parameters is related
to the output power, Table 3.2. In this case it
is important to know the values of the min-
imum stable output power and the maxim-
um output power, and moreover to under-
stand that the output power can change with
the frequency band due to the fabrication of
the generator. In this case the step in power
is also very important, because, for instance
for measuring the AM–AM figure of merit,
the power step will impose the achievable
resolution of the measurement. Figure 3.9
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presents an example of the variation of the
maximum output power with frequency.

Figure 3.9 An example of output power versus frequency
of an RF generator.

It is also important to take account of the
amplitude switching speed. This is mainly
important for power measurements, since
the sweeping time can change the operation
of the device in certain contexts, due to the
DUT dynamics. As before, the accuracy is de-
scribed for each frequency band (expressed
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in dB), as well as the resolution in amplitude
and the stability with temperature. Another
important parameter is the output imped-
ance, which should be 50 Ω for standard RF
laboratory instrumentation. Since 50 Ω is
not obtained in all frequency bands, the
VSWR (as presented in Section 1.3.1.1) is giv-
en for each band. We should be aware that
the VSWR value should typically stay below
2 for correct operation of the system.

3.2.2.3 Spurious-signal generation
parameters

Finally let us describe some other paramet-
ers that represent non-ideal behaviors of the
RF generator, and that can completely de-
grade the overall measurement. These para-
meters are mainly related to the generation
of spurious signals, called spectral purity,
which stands for the creation of harmonics
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or other frequency components as well as the
generation of phase noise.

The first main problem is related to the
generation of harmonics, which will com-
pletely degrade the identification of nonlin-
ear phenomena in the measured DUT. That
is why, as will be seen in Chapter 4, a low-
pass filter is sometimes used at the output of
the CW generator in order to reduce the har-
monic content. Manufacturers present the
information on this harmonic generation for
different frequency bands and for a certain
output power in their datasheets, as in Table
3.3.

Table 3.3 Datasheet information on to spurious-signal
generation
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The reader should be aware that, if the out-
put power changes, the harmonics will also
change accordingly, due to the fact that the
harmonics are intrinsically a nonlinear phe-
nomenon of the output amplifier stage. It is
also important to take care of the subhar-
monic generation and the spurious signals
appearing at other non-harmonic
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frequencies. These are mainly generated due
to frequency mixing inside the generator
between the main oscillator and oscillator
references or reference multiples.

It should also be stressed that broadband
noise is a very important parameter when
generating low-power signals that are close
to the noise level.

Finally other information and parameters
are presented from a general point of view,
such as power consumption, acoustic noise,
etc. Figure 3.10 presents typical RF generat-
ors from several vendors.
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Figure 3.10 RF generators from (a) Agilent Technologies,
(b) Rohde & Schwarz, and (c) Anritsu. © Agilent Technolo-
gies, Rohde & Schwarz, and Anritsu.

3.3 Two-tone excitation

One-tone characterization is in fact the most
widely used type of signal excitation in RF
laboratories. If we are concerned with the
characterization of devices that are linear,
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then a single tone suffices to obtain and ex-
tract most of the component information.
Strictly speaking, there are some linear sys-
tems that do not follow this rule [4], but
most of the time they are not excited by RF
signals.

Nevertheless if nonlinear devices are to be
characterized, then one tone is no longer an
optimum choice, and a better input signal
should be used. For instance an improved
approximation is provided by two-tone excit-
ation, since it mimics the real signals that the
DUT will encounter in the real world. In this
case, as was seen previously in Section 1.4.1,
it will also allow the generation of in-band
distortion and signal bandwidth
identification.

Actually, a nonlinear DUT excited by a two-
tone signal is able to generate harmonics of
the input signal as well as other newly gener-
ated components that appear close to the
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fundamental frequencies, close to the har-
monics (called spectral regrowth), and close
to DC (called baseband components). As in
Section 1.4.1, the in-band signals are very
important since they allow us to observe the
nonlinear distortion generated by the DUT,
and they are the key components for nonlin-
ear distortion in bandpass systems. The
baseband signals allow us to excite the well-
known long-term memory effects, which are
not excited by single-tone excitation.

The two-tone excitation is nothing more
than a summation of two sinusoids:

(3.4)

The output of a nonlinear device will then
be given by

(3.5)

where ωoh = mω1 + nω2 and .
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The output is thus composed of a very large
number of newly generated tones, at mω1 +
nω2.

3.3.1 Two-tone generation mechanisms

For two-tone generation, the obvious and
straightforward mechanism is to use two
single-sinusoid generators and combine
them in a single transmission line or RF
cable. This scheme is illustrated in Fig. 3.11.
Thus, if each of the generators generates a
different frequency, the overall generation
will be composed of a two-tone signal.
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Figure 3.11 A two-tone generator using single CW
generators.

In this simple setup two single-tone gener-
ators are used to generate each of the tones
of the input tone excitation. It is important
to note that each of them is filtered and
passes through an isolator. The filter pre-
vents any harmonic of the generator interfer-
ing with the measurement, and the isolator is
used in order to minimize any signal that
could possibly be reflected from the power
combiner and subsequently mix with the
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generated frequency at the generator output
front end. This is in fact very important in
two-tone generators, since if this happens
then the overall measurement can be com-
pletely corrupted. The two signals are then
combined in the power combiner, creating
the final two-tone excitation.

Another type of two-tone generation mech-
anism is the use of an arbitrary-waveform
generator (AWG). This type of generator is
similar to the DDS (see Section 3.2.1), but
here the two-tone signal is first uploaded to a
look-up table, and then, using a DAC, the
I/Q signals are generated at baseband, and
can then be further up-converted to the RF
frequency of interest. Figure 3.12 presents
this type of configuration.
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Figure 3.12 The internal architecture of an arbitrary-wave-
form generator using an I/Q modulator stage followed by a
PA.

Concerning this generator, the reader
should be aware of several problems that
could degrade the correct measurement of
nonlinear effects originating from the DUT.
In order to understand these problems, we
should consider the overall generation
mechanism.
First the baseband signal is generated in the
digital domain, represented by
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(3.6)

This signal is further converted to an ana-
log version by using a DAC as shown in Fig.
3.12, and then filtered out. Assuming a good
linear behavior of the DAC component, the
signal is then up-converted to RF by using an
I/Q modulator, and if necessary an extra up-
converter stage. In the two-tone case, one
possibility would be to generate a single tone
at baseband, and then up-convert it to RF,
generating a two-tone signal.

The baseband in this case can be represen-
ted by

(3.7)

where xI (t) and xQ(t) are the in-phase and
quadrature signals over time, A is the tone’s
amplitude, δωBB is the radial frequency of
the baseband signal, sometimes also called
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the video bandwidth, and θBB is the tone’s
phase:

(3.8)

As can be seen from Eq. (3.8), the output
signal will have components at ωLO − ωBB

and ωLO + ωBB. In this case xQ = 0, since we
use the same phase for each tone, but, if dif-
ferent phases are used, then xQ ≠ 4.

Here ωLO is exactly in the middle of the
two-tone generation, and due to the fact that
some DC component appears at the DAC
output and also due to a non-ideal isolation,
it will appear at the output as a spurious sig-
nal that sometimes can degrade the overall
measurement. Algorithm 3.1 presents the
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MATLAB code to create such a signal, and
Fig. 3.13 presents these results.

Figure 3.13 The output of an arbitrary-waveform generat-
or, where the LO leakage is also visible.

ALGORITHM 3.1 (MATLAB code for two-tone
baseband generation)
% Constructing waveform data. The I–Q
data is in the form of a vector that contains
a series of complex numbers (the form is I +
jQ).
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fs = 40e6; % the sampling frequency 40
MHz
ts = 1/fs; % the sampling time
df = 100e3; % the frequency resolution 100
kHz
T = 200/df; % the number of periods to gen-
erate 200 periods
t = ts:ts:T; % construction of the time-do-
main vector
n = 2; % number of tones, always even, in
this case 2
delf = 1e6; % separation between tones 1
MHz
x = 0;
for aa = 1:n

fx1 = ((aa – 1)*delf) – (delf/2); % gener-
ates each tone frequency

x = x + 1*exp(j*(2*pi*fx1*t)); % complex
envelope values
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end
% then send the information to the AWG

As can be seen from the algorithm, the en-
velope signal is centered around DC and it is
in a complex, I + jQ, format. Most of the in-
strumentation used actually imposes that the
carrier frequency is then passed to the in-
strument itself. On looking at Fig. 3.12, one
sees that what has actually been created with
this algorithm is only the I and Q
information.

In Fig. 3.13 a spurious signal can be seen in
between the two sinusoids. This spurious
signal is due to the leakage of the local oscil-
lator. One way to obviate this is to use a
baseband signal that is already slightly offset
in terms of the center frequency, so that the
output will appear as a four-tone signal,
where two tones are copied at each side of
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the local oscillator. Again it should be
stressed that a correct filtering of the local
oscillator and, in this case, the image fre-
quency should be done before applying the
generated two-tone excitation to the DUT.
One will then encounter the same problems
as in superheterodyne configurations [5],
where the image frequency could not be too
close to the LO frequency since it is neces-
sary to be able to filter it out, and it could
also not be too far from the LO frequency
due to the need for very-wideband circuitry
for the baseband signal, as was also seen in
Section 2.3.2.

Moreover, in this type of generator another
problem arises if we want to create an output
signal with high output power, since the two
tones will traverse the output power amplifi-
er, as seen in Fig. 3.12, and thus distortion
can arise, creating a huge number of spuri-
ous spectral components. In this case an
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approach that can be used to minimize this
nonlinear distortion-generation mechanism
is to generate the two-tone signal at a lower
power, and use an external linear power
amplifier with a high IP3. Nevertheless, this
solution should be used carefully due to the
possibility of a high noise pattern being in-
serted by the external power amplifier, so a
compromise should be made between spuri-
ous output distorted signals and a rise in the
noise level. In Section 4.2.3 some examples
of how to use this approach are given.

3.4 Digitally modulated signals

Digitally modulated signals are in fact the
most important type of excitation which new
and future wireless systems need for correct
evaluation of the figures of merit that have
significance in real operations. In this re-
spect we can divide modulated signal
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generation into two main areas, namely the
signals needed for characterization and those
for modeling of RF components.

In the first case the signals are perfectly
generated using some kind of algorithm at
the baseband, and then up-converted con-
veniently to RF using a scheme similar to
what was presented in Fig. 3.12. More in-
formation about this is presented in Section
3.4.2. The other specially designed modu-
lated signals are normally used for modeling
purposes, and in that case the most import-
ant problems to be resolved concern the
quality of the signal in terms of the state
space to be covered, and hence the capability
to identify the highest number of different
system states, combined with the need for
good periodic signals in order to improve the
quality of measurements.

It is well known that the best test signal for
nonlinear modeling and characterization is
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the one that exactly matches the real signal
which will be the input to the DUT in real
operation. Following this strategy for better
excitation signals (better in the sense that
they are able to mimic as closely as possible
the real telecommunication signals), several
excitations with continuous spectra can be
used. However, such signals are not always
available, so some alternatives could be used,
one of which is narrowband Gaussian noise
(NBGN) [6]. Unfortunately, signals (real
ones) that are completely random and thus
with continuous spectra are very difficult to
measure using ordinary instrumentation,
and moreover very difficult to generate in a
systematic measurement.

That is one of the reasons why some other
forms of signal are gaining importance in the
instrumentation field, since they can be gen-
erated very efficiently, and can be recorded
for systematic measurements and thus
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modeling. One of those types is the multi-
sine signal, which will be discussed in detail
next.

3.4.1 The multi-sine

As was seen in the description of the instru-
mentation in Chapter 2, the use of periodic
signal excitation is fundamental for correct
gathering of the signal information and thus
assessment of the impact of the system on
the excitation signal, which is one of the
reasons why multi-sine excitation has be-
come of great importance in metrology for
RF modeling. Moreover, some instruments
cannot handle signals with continuous spec-
tra, in the case of LSNAs or NVNAs, and in
that case using multi-sines is the obvious
solution for the measurement bench.
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The multi-sine signal consists of the sum of
several sines (tones). Equation (3.9) presents
a typical multi-sine signal:

(3.9)

where L is the maximum number of sines to
be summed, and ωl is the radian frequency of
each sine. Actually, we can create a multi-
sine by considering that ωl has any frequency
value, and thus we have a non-uniform
multi-sine, which can be periodic or not. It
will be periodic only if we manage to obtain a
value of radial frequency ∆ω that is the max-
imum common divider of each of the fre-
quencies. In this case ωl = k ∆ω, where k in
this case is an integer. However, if, for in-
stance, each of the sines is created with a dif-
ferent generator without any synchroniza-
tion between them, the summation of ωq will
always create a non-periodic signal, since the
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phases will impose an almost periodic
behavior.

Nevertheless, the sines can be chosen to be
equally spaced as in ωq = ω0+(q−1)∆ω, with
ω0 the position of the first tone and ∆ω the
constant frequency separation between
them, and in that case the multi-sine is said
to be uniformly spaced. The period of the
multi-sine in this case will be the one ex-
pressed by

(3.10)

In order to extract some useful information
from these multi-sine signals it is necessary
to first investigate their capabilities.

First of all, it is interesting to know that
those signals can present different time-do-
main waveforms, depending on the phase
and amplitude selection for each tone. An il-
lustration is presented in Fig. 3.14. This
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difference has driven microwave engineers to
think about a way to characterize this type of
time-domain evolution by defining an amp-
litude probability density function (pdf(x)) to
describe the signal behavior. Thus each of
those signals will present different statistical
values for each realization.

Figure 3.14 Time-domain waveforms of two signals com-
posed of ten evenly spaced tones of equal amplitude: (a) in-
dependent tones with a randomized phase arrangement and
(b) all ten tones phase-locked to a common reference.
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DEFINITION 3.1 The probability density func-
tion, pdf(x), is a function that describes the
relative probability of a random variable
existing at a given point in the space of ob-
servation. The probability of a random
variable falling within a given set is given
by the integral of its density over the set.

This means that a careful design of the
multi-sine to be used in the characterization
of a nonlinear DUT is fundamental for a cor-
rect description of the system states.

3.4.1.1 Multi-sine with predetermined
statistics

The response of nonlinear memoryless sys-
tems to the excitation’s value is instantan-
eous. So in principle we could state that their
instantaneous output is completely determ-
ined by the domain of stimulus amplitudes.
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However, most of the system’s output met-
rics, such as the output power, power spec-
tral density (PSD), and adjacent-channel
power ratio (ACPR), have a statistical-aver-
age nature. Thus, just as important as the
range of amplitude values covered by the
output is the probability with which they are
reached. This leads us to the intuitive
thought that, on average, what matters is not
the instantaneous amplitude itself, but the
value weighted by pdf(x).

For instance, although a certain very high
instantaneous amplitude can determine the
signal’s amplitude span, it will actually be-
come almost irrelevant to the system’s out-
put if the associated pdf(x) is very low.
Moreover, manufacturers of AWGs are start-
ing to include in their equipment datasheets
information on pdf(x), or, more commonly,
the complementary cumulative distribution
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function, ccdf(x). Figure 3.15 presents some
real ccdf(x) curves for real wireless signals.

Figure 3.15 The ccdf(x) of real wireless communications
signals, namely (a) GSM and (b) WiFi signals.

DEFINITION 3.2 The ccdf(x) is actually the
complement of the cumulative distribution
function, cdf(x), which is given by the integ-
ral of pdf(x), thus ccdf(x) = 1 − cdf(x).

To find the correct signal able to excite the
different states and dynamics of the non-lin-
ear DUT, several methods and algorithms
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can be used to design different multi-sines
presenting different statistical behaviors.

3.4.1.2 Approximating the multi-sine
pdf

Different multi-sines can present different
signal statistics despite having the same
power spectral density and average power.
Figure 3.16 presents the pdf(x) of two signals
commonly used for model extraction and
validation.
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Figure 3.16 The pdf(x) of two multi-sines of uniform and
Gaussian distribution, all with the same integrated power.
© IEEE.

In Fig. 3.16, two multi-sines with uniform
and Gaussian pdf(x) are presented. These
multi-sines have exactly the same power
spectral density and average power, and
their use is equivalent to testing the system
with uniformly or Gaussian distributed
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band-limited white noisy waveforms of total
power equal to the two-tone signal.

It is possible to design a specially tailored
multi-sine to present a specific pdf(x) pat-
tern. In order to do that, an algorithm is used
so that the multi-sine’s pdf(x) approximates
the pdf(x) of previously synthesized noise se-
quences [7, 8]. An outline of the algorithm is
given below.

ALGORITHM 3.2 (multi-sine design with prede-
termined statistics)
1. Synthesize a noisy signal with the spe-
cified pdf(x) and re-order its instantaneous
amplitude values in ascending order. This
creates the vector of pdf(x) bins for the
noise.
2. Synthesize an equal-amplitude multi-sine
with the prescribed number and frequency
position of tones.

474/673

text/part0011.html#ref-7
text/part0011.html#ref-8


3. Re-order its instantaneous amplitude val-
ues in ascending order, recording the time
samples where they stood. This creates the
vector of pdf(x) bins for the multi-sine.
4. Substitute for amplitudes of the multi-sine
vector of pdf(x) bins that of the noise.
5. Restore these amplitudes in the original
time samples of the multi-sine, creating a
new multi-sine with the desired pdf(x).
6. Calculate the DFT of this signal, and level
off the resulting tone amplitudes, so that the
total power is kept, maintaining the phases
obtained. This is the desired multi-sine we
sought.
7. If the process of tone-amplitude leveling
off has modified the multi-sine pdf(x) to an
unacceptable error, repeat the application
of the algorithm, using as the starting
multi-sine the one that was synthesized in
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this way, until an acceptable error is
reached.

In Fig. 3.17(a) the original time behavior of
the noisy signal can be seen. The noisy signal
is generated with the selected target statistic-
al behavior. Figure 3.17(b) presents the cor-
responding spectrum. Figure 3.17(c)
presents the sorting of the signal amplitudes
in ascending order. These figures correspond
to point 1 of the algorithm.
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Figure 3.17 Several steps relating to Algorithm 3.2. (a)
Gausian noise signal time representation. (b) The spectrum
of the Gaussian noise. (c) The amplitude ordering of the
Gaussian signal. (d) A multi-sine with equal-amplitude
time-domain behavior. (e) The spectrum of the multi-sine.
(f) The amplitude ordering of the multi-sine. (g) The spec-
trum of the newly created multi-sine, after the change of
amplitude and phase of the sine bins. (h) The final result
corresponding to a multi-sine with a similar pdf to that of
the original noisy signal. © IEEE.

Figure 3.17(d) is the corresponding time
behavior of the generated uniform multi-sine
with equal amplitude in each tone and 0°
phase difference between the tones, corres-
ponding to item 2 in the algorithm. Figure
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3.17(e) is the corresponding spectrum, and
Fig. 3.17(f) presents the sorting of the amp-
litudes as proposed in item 3 of the al-
gorithm. Figure 3.17(g) is the spectrum after
the amplitude change as proposed in items 4
and 5 of the algorithm. Finally, Fig. 3.17(h) is
the result obtained for the multi-sine signal
after the full algorithm has been implemen-
ted several times.

3.4.1.3 Multi-sine with predetermined
higher-order statistics

For a memoryless nonlinearity first-order
statistics like the pdf(x) and its associated
moments suffice for describing the integ-
rated value of the distortion power.

DEFINITION 3.3 The nth moment of the prob-
ability distribution can be defined as the
value of the integral above the probability
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density function and can be given by
, where c is the signal mean

and f(x) is its pdf(x).

Nevertheless, it can be proven [8] that this
description does not suffice for signal char-
acterization in nonlinear dynamic systems,
since it is possible to generate multi-sines
with similar pdf(x) function description, but
with a different output spectral regrowth
mask. That is why an alternative multi-sine
design technique is necessary for dynamic
nonlinear systems.

Since in nonlinear dynamic systems the
output does not change instantaneously with
the input signal, the statistical relations of
the output should include not only the static
statistical behavior such as the pdf(x) but
also higher-order statistics [9]. If we con-
sider the memory-polynomial description for
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the nonlinearity as in Section 1.4.1, the out-
put can be described as a Volterra series:

(3.11)

where

(3.12)

and hn(τ1,...,τn) is the nth-order nonlinear
operator.

Since the main idea is to obtain the output
power spectral density (PSD) or the spectral
mask of the output, Ys,n can be given by [9]
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(3.13)

The time integral is equal to unity if ω1 +···
+ωn = ω or if ωn = ω − (ω1 +··· + ωn−1), oth-
erwise it is zero. Using these simplifications,
Eq. (3.13) becomes

(3.14)
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Using this expression we can calculate the
output power density function, Syy (ω), as

(3.15)

For a third-order nonlinearity the output
PSD will then be

(3.16)
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In fact, since Hn(ωi ,...,ωj), the nonlinear
frequency operator, is well known because it
depends exclusively on the DUT nonlinear
model, only the value of the average E

[X(ω1)X(ω2)X(ω − ω1 − ω2)X(υ1)
?X(υ2)?X(ω

− υ1 − υ2)?] should be equal for the multi-
sine signal and the real signal that we want
to describe. That is why the signals to ap-
proximate should obey the following for-
mula, for a third-order nonlinearity:

(3.17)

Expressions like Eq. (3.17) are known as
the signal’s higher-order statistics [10] be-
cause they can be understood as being
higher-order extensions of the first-order
PSD, Sxx (ω).

We can thus conclude that two signals, x(t)
and xr (t), are similar up to order n, in the
sense that they will present similar PSDs, if
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they have similar nth-order spectra Sxx (ω) ≈
Sxr xr (ω), Sxxxx (ω1, ω2, ω3) ≈ Sxr xr xr xr (ω1,
ω2, ω3),…, Sx…x (ω1,… , ωn−1) ≈ Sxr …xr (ω1,
…,ωn−1).

The main problem in this multi-sine design
is the high number of unknowns to be
matched. For instance, if the noise is
sampled as a (2K + 1)-point DFT, Sxx (ω) in-
volves only an average made over 2K + 1
complex numbers per signal realization. On
the other hand, a second-order analysis Sxxxx

(ω1, ω2, ω3) already involves an average over

(2K + 1)3 complex entities and, for the third
order, Sxxxx (ω1, ω2, ω3, ω4, ω5) must be es-
timated by averaging complex matrices of

size (2K + 1)5. This implies that the design
algorithm for this type of signal metric is ex-
tremely heavily computational. In fact, if on
the one hand a lower number of sines is bet-
ter for implementing the algorithm, on the
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other it restricts the number of unknowns
and thus the number of free states. So a bet-
ter approach is to consider a large number of
sines, but to approximate the PSD only in
some selected bins. In fact, this is exactly
what most RF designers do, when they simu-
late/measure the DUT with a large number
of pseudorandom samples, which corres-
ponds to a large number of different multi-
sines. Figure 3.18 presents this idea.
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Figure 3.18 The original signal’s power spectral density
function and the approximating multi-sine matched in a
certain number of predefined frequency bins. © IEEE.

The design algorithm to generate this
multi-sine is simply the optimization of the
PSD of the multi-sine and the real signal in
those bins by restoring to the higher-order
statistics functions. For instance, for a third-
order nonlinearity, the errors to be minim-
ized are expressed by

with b1, b2, b3 ? {1,...,B}.
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Reference [11] gives more information on,
and examples of, the design of this type of
multi-sine.

3.4.1.4 Multi-sine generation
mechanisms

Multi-sine generation can be done with sev-
eral generators as in the two-tone case. The
control of each sine phase is, however, very
difficult or almost impossible, so this ap-
proach is used preferentially for generating a
Gaussian-behaved multi-sine.

The most common approach involves the
use of an AWG, similarly to what was
presented for the two-tone case, whereby the
signal is first created digitally and then up-
converted to the RF output stage. In this case
the first step to be undertaken consists of the
generation of the intended multi-sine signal
by first determining the amplitude and phase
of each multi-sine bin via a computer
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software program, using the algorithms de-
scribed previously.

The output of these algorithms is the set of
amplitudes and phases for each of the multi-
sine bins, resulting in the digital version of
the real (I) and imaginary (Q) components of
a periodic low-pass baseband signal sampled
at a predetermined frequency. This digital
signal is then downloaded into the physical
memory of an RF AWG, as presented in Fig.
3.19. The approach is similar to the one
presented in Fig. 3.12, but in this case the
signal is actually created previously in a pro-
cessor and then fed to an I/Q modulator.
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Figure 3.19 The architecture of an arbitrary-waveform
generator.

As depicted in the AWG block diagram in
Fig. 3.19, this digital I/Q baseband signal is
then converted to the analog domain via two
independent DACs, and then up-converted
onto the carrier frequency in the I/Q modu-
lator. Finally, the bandpass RF signal is amp-
lified and presented at the output of the
AWG.

The multi-sine signal is now generated and
the same problems as arose before in Section
3.3.1 apply also to this case. If the signal is
wideband, the non-idealities of the AWG can
significantly degrade the intended multi-sine
at the output of the generator.

Actually, the phase arrangement that was
previously designed in the computer soft-
ware may be completely changed, thereby
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degrading the overall measurement of the
DUT. In order to correct for this problem
some authors [12] presented a corrected
multi-sine waveform generator that uses a
feedback loop to synthesize the correct wave-
form at the input of the DUT.

The implemented correction algorithm
works by sampling the output of the generat-
or and comparing the amplitudes and phases
of the tones in the real multi-sine with the
proposed amplitudes and phases designed in
the computer software. In order to do that, a
time-domain scope could be used, by apply-
ing an FFT afterwards to the obtained result.
Unfortunately, the phase determination is
particularly difficult to obtain, because the
instant of acquisition is random (asynchron-
ous triggering), and therefore the raw values
of the phases of the desired spectral compon-
ents are also random. However, if a time
alignment is performed on each record, the
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phase differences between the tones become
deterministic, enabling the sought comparis-
on between the components of the measured
signal and the phases stored for the desired
signal. In the optimum case, in which a per-
fect compensation is achieved, these differ-
ences should be zero.

Section 4.2.3.4 presents some of the tech-
niques used for phase alignment. The
proposed multi-sine downloaded to the AWG
is then changed such that the multi-sine at
the output matches the one that was tar-
geted. Figure 3.20 presents the block dia-
gram used for this matching measuring
scheme. Figure 3.21 shows the correspond-
ing experimental setup.
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Figure 3.20 The multi-sine correction algorithm.
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Figure 3.21 The experimental setup for the corrected
“ideal-waveform generator.”

Moreover, and despite the fact that the de-
scription of the operation has concentrated
on the signal’s fundamental spectral com-
ponents, the suggested algorithm and setup
can also minimize any spectral regrowth
arising in the instrument’s RF front end and
in the generator-to-DUT signal path, since
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the proposed control is actually implement-
ing some form of adaptive digital pre-distor-
tion linearization [13].

3.4.2 Complex modulated signals

Modulated signals are in fact the core type of
characterization excitation that most of the
new wireless systems use, since they are
closer to the real environments in which
most RF systems operate. Nevertheless, from
an RF point of view, the generation of this
type of excitation is similar to what was pre-
viously used for multi-sine signals, as
presented in Fig. 3.19. The implementation
of each modulated signal format is nothing
more than a baseband algorithm that should
fill up the look-up table according to a cer-
tain type of codification, which is normally
phase-quadrature modulated.
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The user should understand the bandwidth
and the peak power that the generated mod-
ulated signal is going to create, since that will
impose a strong restriction on the RF com-
ponents that will be used afterwards, and of
course it will also impose several drawbacks
on the DACs to be used.

Moreover, a matter of importance in RF
generation is the possibility of using several
modulated signals combined in order to
mimic the RF interference that can be found
in many practical wireless systems. This type
of signal can be generated using a special al-
gorithm at baseband and then using a
scheme similar to the ones presented in Fig.
3.19 to upload it, but in that case the maxim-
um bandwidth of the signal to be generated
is on the order of the limitations of the RF
generator. Therefore, another approach in-
volves combining several AWGs, as illus-
trated in Fig. 3.22.
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Figure 3.22 The generation of multiple modulated signals.

In this case the signals are actually gener-
ated individually by two AWGs and up-con-
verted to different RF carriers, namely the
filter and isolator in each path as the same
function, as was explained in Section 3.3.1
for the two-tone case. It should also be poin-
ted out that the combination of the two sig-
nals will create a higher PAPR, and that in a
real situation the carriers should be com-
pletely uncorrelated; that is, they should not
have a common clock. Nevertheless, if that is
needed, then an RF reference should be used

497/673

text/part0011.html#head3-3-1


to synchronize the two carrier clocks. This
approach is actually extensively used in
MIMO characterization systems.

3.5 Chirp signals

Another signal that is gaining importance in
RF laboratories is the chirp signal. This is a
signal whose frequency varies through time.
Chirp signals allow the mimicking of
switched-mode real signals, such as, for in-
stance, any time-division-duplex (TDD)
system.

One of the examples is the two-tone chirp
signal that allows one to gather information
about the nonlinear distortion and the non-
linear dynamic distortion of devices [14].
This signal waveform can be mathematically
described by
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(3.19)

As can be seen, the tone spacing in this func-
tion varies with time t.

One of the possible implementations of
that function could be

(3.20)

The value of tk should be the minimum pos-
sible for a correct evaluation of the signal
spectrum in the timed waveform. In fact the
evaluation will be made possible only by us-
ing a time–frequency transform such as the
short-time–frequency transform presented
in Section 2.5 and in [14]. The plots in Fig.
3.23 present the RF time and spectrum do-
mains of the chirp waveform for the overall
sampled time.
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Figure 3.23 (a) The time domain, (b) the spectrum, and (c)
the real-time spectrum of the proposed varying two-tone
waveform.
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To construct this waveform, an AWG can
be used, decomposing the waveforms into a
complex envelope representation,

(3.21)

where

(3.22)

The baseband interpretation of this modu-
lation is that of two single-sideband tones
moving away from each other over time as il-
lustrated in Fig. 3.24. The idea is that the
two tones and the intermodulation products
can be measured and characterized over
wide tone spacings with a single measure-
ment using a VSA. Section 4.2.6.5 presents
more information about this type of bench.
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Figure 3.24 A graphical explanation of the dynamic
frequency two-tone waveform generation.

3.6 Comb generators

As noted previously in Section 2.7, an NVNA
strongly depends on a comb generator. The
comb generator was developed to provide
precise phase calibration for an NVNA’s in-
struments. A comb generator produces noth-
ing more than a sinusoidal wave and its har-
monics, the objective being that the output
contains a huge number of harmonics from
low to high frequency. Most comb generators
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allow the generation of tones of frequency 10
MHz to 20 or 50 GHz with 10-MHz spacing.
Figure 3.25 presents the typical spectrum
content of a comb generator.

Figure 3.25 The output spectrum components of a comb
generator.

The main principle involved to building a
comb generator is creating a pulse response
that should be so narrow in the time domain
that it implies a huge bandwidth in the fre-
quency domain. The repetition period of that
pulse will impose the frequency spacing on
the spectrum content. A step recovery diode
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is most commonly used for designing this
type of comb generator [15]. Figure 3.26
presents a typical commercial comb
generator.

Figure 3.26 A commercial comb generator made by Agi-
lent Technologies. © Agilent Technologies.

3.7 Pulse generators

The final type of generator that is covered in
this chapter is pulse generators. Pulse
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generators have a wide range of uses in con-
nection to wireless applications. They can be
employed from device level up to system
level.

The use of pulse generators at system level
is well established for applications such as
pulsed radar, but it is more recent in the field
of wireless applications. The typical applica-
tion nowadays is ultra-wideband (UWB)
communication to enable higher data rates.
The specifications of such UWB pulse gener-
ators are different from those of the pulse
generators used for device characterization,
which will be discussed next, because the
spectral mask is strictly regulated by stand-
ardization bodies, such as by the standard
IEEE 802.15.

At device level, pulsed excitation is adopted
to evaluate semiconductor technologies for
the presence of memory effects, such as traps
and thermal heating. The most common uses
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are pulsed DC measurements and pulsed S-
parameter measurements. The principle is
that the duration of the pulses is sufficiently
short that memory effects are not excited. In
other words, if there is a difference between
regular DC and pulsed DC measurements,
and similarly as regarding S-parameter
measurements, then memory effects are
present. Memory effects are to be avoided in
wireless applications since they complicate
design at circuit and system level. For ex-
ample, the linearization of a power amplifier
becomes troublesome if the amplifier mani-
fests memory effects. When selecting pulse
generators for device characterization, the
need for an external bias tee should be
avoided, since a bias tee and the related ad-
ditional cabling change the shape of the
pulse, which may render interpretation of
the measured data difficult. Some examples
of pulse generators are depicted in Fig. 3.27.
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If they are to be used for device characteriza-
tion, the following specifications are of
importance.

• Amplitude of the pulse. This should be ad-
justable to cover the full operating range of
the device. It is typically specified for a
50-Ω load.

• DC offset. This should be adjustable, and
both negative and positive values should
be possible.

• Pulse width. This should be adjustable,
such that various memory effects can be
examined; a typical range is 20 ns to 1 ms.

• Duty cycle. This relates to the time
between pulses; it is the ratio of the pulse
duration to the duration of the total period,
before the next cycle starts with the next
pulse. It should be very small (e.g., 0.01%
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or even less), so that the device returns to
steady-state condition before the next
pulse arrives.

• Rise time of leading edge. This is usually
expressed as the time required to go from
10% of the value to 90%. It should be on
the order of 1 ns or less.

• Fall time of trailing edge. This is the time
required to go from 90% of the value to
10%. It should be on the order of 1 ns or
less.

• Pulse repetition frequency. This typically
ranges from less than 1 Hz to 1 MHz.

Figure 3.27 Examples of pulse generators. © vendors.
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Pulse generators can be designed in various
ways. The main principle is to create a
strongly nonlinear device, because a rich
harmonic content in the spectral domain
corresponds to a narrow pulse in the time
domain. Traditional approaches make use of
step-recovery diodes (SRDs) and nonlinear
transmission lines [16], but over the years
other designs have been developed by re-
searchers and manufacturers, such as ex-
ploiting the step-recovery effect in bipolar
transistors, adopting logic-gate switching,
etc. In fact, the comb generator discussed in
Section 3.6 is also a type of pulse generator.

Problems

3.1 Explain the main drawback of a high
value of phase noise in the signal generator.
What can be done to minimize it?
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3.2 Considering that we want to generate a
two-tone signal with an arbitrary waveform
generator with a frequency spacing of 10
kHz, please write down the algorithm that is
needed in order to create such a waveform.
3.3 Explain the differences in terms of sig-
nal generation between a non-uniform
multi-sine and a uniformly spaced multi-
sine, stressing when to use each one.
3.4 What is the main difference between the
generation of an envelope multi-sine with
center frequency 0 Hz and the generation of
one with a low-IF center frequency?
3.5 If the output of my generator has an IP3

of 50 dBm, calculate the maximum output
power that can be generated for a minimum
intermodulation ratio of IMR > 40 dB.
3.6 Implement a laboratory setup to gener-
ate a multi-sine signal with uniform statistic-
al behavior.
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3.7 If a modulated signal has a PAPR of 10
dB, and we have an AWG with a maximum
output power of 20 dBm, what is your first
guess power to use?
3.8 How can you measure a chirp signal us-
ing the instrumentation presented in
Chapter 2.
3.9 What are the main limitations on using
an AWG for two-tone signal generation?
3.10 What are the main drawbacks of using
a multi-sine generator?
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4 Test benches for
wireless system char-
acterization and
modeling

4.1 Introduction

In this chapter the main objective is to
present several test benches for modeling
and characterization that allow a correct
identification of several linear and nonlinear



parameters useful for wireless systems.
These benches include the following.

1. Test benches for characterization
a. Power-meter measurement
b. Noise-figure measurements
c. Two-tone measurements
d. VNA measurements
e. NVNA measurements
f. Modulated signal measurements
g. Mixed-domain (analog and digital)

measurements
h. Temperature-dependent measurements

2. Test benches for behavioral modeling
a. Volterra-series modeling
b. State-space modeling
c. Beyond S-parameters
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4.2 Test benches for
characterization

4.2.1 Power-meter measurements

As referred to in Chapters 1 and 2, power was
the first important measurement to become
available for radio communications, since it
allows a wireless system engineer to calcu-
late and predict some of the most important
aspects of radio propagation. In order to
measure power, a power meter should be
used. A typical setup is presented in Fig. 4.1.
A typical instrument is shown in Fig. 4.2.
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Figure 4.1 A typical power-meter bench, presenting a sig-
nal generator, the DUT, a power probe, and the power-
meter display itself.
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Figure 4.2 A typical power meter, showing the calibration
terminal and the probe terminal. © Agilent Technologies.

When using a power meter, several steps
should be executed prior to the measure-
ment itself, and several parameters should
be known in advance for tuning and selecting
the correct set. The first step towards a
power measurement is the correct selection
of the power probe. The selection depends
on the frequency range which the probe can
cover, as well as the power range. In this first
step the operator should also decide on
whether an average probe or a fast probe
should be selected, for measuring the aver-
age power or the instantaneous envelope
power, respectively.

The next step is related to the calibration of
the power probe. It includes handling the
calibration factors (see Section 2.2.6), which
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can be preloaded on the instrument or up-
loaded on an as-needed basis. This step al-
lows the instrument to have knowledge of
the correct calibration coefficients for that
specific probe, and thus to eliminate any
temperature and frequency mismatch arising
from the probe. The next step is called zero-
ing, by which the instrument calculates the
zero value of the power at its input. Be sure
that at this time all the RF sources in the
bench are switched off. During operation,
one should carry out zeroing of the RF power
probe several times during the day to com-
pensate for any drifts, e.g., due to a slight
change in environmental temperature. Do
not forget that there should be no signal at
the input when one is zeroing.

The subsequent step normally involves the
calibration generator, which, as explained in
Section 2.2.6, is nothing more than a known
RF generator that is used to fine-tune the
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calibration coefficients. In most power
meters, this implies that a very stable signal
(normally of 50 MHz, 1.000 mW) is applied
to the power probe as a reference level. The
meter itself will adjust its gain to match the
response of the power sensor.

After this step, the instrument is calibrated
and a real power measurement can actually
begin.

The procedure can be summarized as
follows.

1. Warm up the measurement instrument
for at least one hour prior to any
measurement.

2. Reset all prior saved data.
3. Select the type of units that you want for

your measurement, dBm or watts.
4. Put all your bench instrumentation in the

RF off state, so that no RF power is being
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generated, and select the equipment zero-
ing stage.

5. Select the calibration factor for your
power probe (in certain instruments this
step is done prior to the calibration itself).

6. Calibrate the instrument using the intern-
al RF reference generator.

7. Now disconnect all your RF power and 0
W should be measured.

8. The equipment can now start its
measurement.

It should also be stated here that some-
times peak power is a very important prob-
lem to deal with. In a power measurement
for a CW signal, the power remains constant
over time, which means that the measured
power maintains its value independently of

the time window.1 Nevertheless in new and
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emerging wireless signals, power varies with
time, and sometimes we can identify peaks
in the signal waveform. These peaks can de-
grade the operation of our system and
severely hinder wireless communication.
Figure 4.3 shows a typical wireless signal
presenting a peak power.

Figure 4.3 The variation of peak power over time.

For measuring the peak power we should
define correctly the time window within
which we want to measure the power, and
guarantee that our power probe has good
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enough dynamics to capture that power
within the time window. We should stress
here that power is actually an average value
by its very nature, so for measuring the peak
power the correct time window should be se-
lected and the probe should respond rapidly
within that time window:

(4.1)

Sometimes when a fast power probe is not
available an oscilloscope can also be used,
but we should guarantee that it is capable of
measuring the signal at the frequencies of in-
terest. One important point that should be
mentioned here is that a power meter actu-
ally measures all the power at the probe,
which means that the power that is visible in
the power-meter display includes the power
across the full bandwidth of the probe,
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including any spurious signal coming out the
measured DUT.

4.2.2 Noise-figure measurements

As mentioned in Section 2.10, the noise fig-
ure represents the noise added by a specific
DUT, and, as outlined in that section, we
have two possible approaches for imple-
menting these measurements, namely in-
cluding a noise source or not doing so.

The approach that does not include a noise
source is implemented in the instrument it-
self using a specific mathematical algorithm
as presented in Section 2.10.2, so its opera-
tional principle does not impose a specific
measurement bench, but rather a specific in-
strument. In this section we will explain
mainly the operation of the traditional noise-
figure meter using a noise source.

524/673

text/part0010.html#head2-10
text/part0010.html#head2-10-2


Figure 4.4 presents a typical bench for
measuring noise figures. The bench includes
a noise source and a noise-figure meter
(which is nothing more than a power meter
that can be included in a spectrum analyzer).

Figure 4.4 The noise-figure measurement bench, where a
spectrum analyzer, a noise generator, and the DUT are
visible.

The method identified in Fig. 4.4 is nor-
mally known as the Y -factor method, and, as
specified in Section 2.10.1, it is also known as
the hot and cold method, since it measures
the DUT with a noise source connected to it
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(hot) and without the noise source (cold). So
the procedure follows the following steps.

1. Connect the noise source directly to the
measurement instrument.

2. Measure the hot and cold noise power,
that is, the power with the noise generator
switched on and off.

3. Save these values, since they will be used
for the final measurements.

4. Connect the noise source to the input of
the DUT.

5. Measure the output noise power of the
DUT with the noise source switched on.

6. Measure the noise power of the DUT out-
put again, with the noise source switched
off.

The Yfactor , as in Section 2.10, will thus be
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(4.2)

As mentioned in Section 2.10.2, Foverall is
actually the combined noise factor of the
DUT and the SA. The latter can be removed
using the noise-figure Friis formula:

whence

(4.3)

where FDUT is the noise factor of the DUT,
Fnoisesource is the noise factor of the noise
source, Foverall is the overall measured noise
factor and FSA is the noise factor of the spec-
trum analyzer. GDUT can be obtained as ex-
plained in Section 2.10.
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The noise figure, NFDUT, can be calculated as
the logarithmic equivalent of the noise
factor.

4.2.2.1 Noise-figure calibration

As was mentioned previously, for the calibra-
tion procedure the measurement instrument
(SA or power meter) is fed with a noisy sig-
nal generated by the noise source, and the
instrument measures the noise power when
the noise source is on and off. At this time
the instrument calculates the on power and
off power, and resets the noise figure to 0
dB, waiting for the DUT to be measured. The
aim of this calibration is mainly to reduce the
internal noise figure of the instrument, but,
if the instrument presents a front-end gain
higher than 30 dB, the calibration procedure
can be minimized.
The operator should also be aware that any
extra noise sources around the instrument,
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for instance mobile phones, WiFi interfaces,
fluorescent lights, etc., can completely de-
grade the measurement. So we should avoid
laboratory spaces where such extra noise
sources are present.
Moreover, any mismatch could also degrade
your measurement. Any mismatch will de-
grade the calibration and thus the measured
Y -factor. As presented in other schemes, the
use of an isolator can help to minimize the
uncertainty problem due to mismatches.

The same problems as identified with
power meters can actually be considered
here. For instance, if the measurement is
overloaded, nonlinear behaviors can appear
and may completely degrade the measured
result. So the user should ensure that the in-
put of the power meter (noise-figure analyz-
er) is not overloading the RF front end.
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4.2.3 Two-tone measurements

As stated in Section 1.5.2, two-tone measure-
ments are actually one of the most well-
known types of test for the measurement of
nonlinear distortion in RF and wireless cir-
cuits and systems. As the name states, the
approach involves generating a two-tone sig-
nal that can be used as the excitation pat-
tern. This two-tone generation mechanism
could be realized using an AWG, or using
two separate generators. In both cases the
main idea is to have two sinusoidal signals
without any type of harmonic behavior, Fig.
4.5.
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Figure 4.5 Two-tone signal representation in the fre-
quency and time domains: (a) two-tone spectra and (b) two-
tone variation over time.

4.2.3.1 Two-tone signal generation us-
ing an arbitrary-waveform generator

As can be seen from Fig. 4.5(a), the spectra
should be as clear as two Dirac delta func-
tions in the frequency domain, and in the
time domain we should have a clear envelope
shape that is nothing more than a sinusoid at
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the beating frequency of the two tones, as il-
lustrated in Fig. 4.5(b).

As can be observed and understood from
Section 3.3, there are two ways to generate a
two-tone signal. One method makes use of
an AWG, in which case a baseband equival-
ent waveform is generated. This can be rep-
resented by

(4.4)

This envelope complex signal can then be
up-converted to RF, and will be transformed
into

(4.5)

In the above equations, ω1 and ω2 are the
tone frequencies, θ1 and θ2 represent the
phases of the tones, A1 and A2 are the amp-
litudes of the tone, and δω = (ω2 − ω1)/2 is
half of the tone-spacing frequency, and thus
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actually the frequency of the complex envel-
ope is this beating frequency, as illustrated in
Fig. 4.6(a). It should be stressed that the
phase difference between the two tones is
not significant for the signal shape of the
time-domain waveform, in contrast to the
multi-sine case as presented in Chapter 3.

Figure 4.6 (a) Two-tone signal generation using an AWG
and (b) two-tone baseband complex behavior.

Unfortunately, and as mentioned in Section
3.3.1, this generation mechanism implies
that a large amount of spurious signal appear
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at the output, with the strongest signal being
the local oscillator, which normally appears
in between the two tones. So special care
should be exercised when operating with a
system like this. Despite that, the two-tone
RF signal will also traverse the RF front end
of the generator, so some nonlinear distor-
tion leakage will also appear at the input of
the DUT. Hence again the operator should
take care not to corrupt the nonlinear-distor-
tion measurement.

One possible arrangement in order to obvi-
ate this inherent nonlinear distortion is to
create the signal at a lower amplitude, back-
ing off the output generator amplifier, and
then amplify the signal output with a better-
quality external amplifier, one with a higher
IP3 value. This can obviate the generation of
extra nonlinear distortion, but it unfortu-
nately also generates an extra noise floor due
to the amplification of the generator noise in
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the output external power amplifier. Figure
4.7(b) presents this configuration.

Figure 4.7 Problems with two-tone signal generation using
an AWG: (a) two-tone signal generation using an AWG and
an output PA, and (b) the noise rise due to the output PA.

4.2.3.2 Two-tone signal generation us-
ing two CW generators
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The second method employed to generate a
two-tone signal is to use two CW generators,
as sketched in Chapter 3. In that case we will
combine one CW generator at a specific fre-
quency with another one at another fre-
quency. If both generators are locked to a
common reference, then the phase difference
between them can be changed. If the gener-
ators are not locked, the tones will be uncor-
related, and thus no phase relationship can
be considered between them.

The main problem in this method is that of
how to combine the two generator signals.
One immediate solution is to use a power
combiner, either resistive or not resistive. In
the resistive case we will lose 3 dB, which is
not an optimum scenario, since we normally
need the extra 3 dB, but the resistive com-
biner allows us to somehow match the over-
all setup. Unfortunately, in this setup the sig-
nal normally traverses the combiner and, if
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generators are not optimally matched, it can
happen that some of the output signal from
generator 1 will traverse the power combiner
and arrive at generator 2, creating nonlinear
distortion patterns that could mask and de-
grade the overall measurement, as illustrated
in Fig. 4.8(a). This is actually one of the most
difficult scenarios to identify.
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Figure 4.8 Two-tone signal generation using CW generat-
ors: (a) two-tone distortion generation at the output of one
CW generator and (b) two-tone signal generation using two
CW generators.

One possible way to obviate and minimize
this effect is to use an isolator at the output
of the generator, since the isolator will
severely attenuate any return signal coming
out of the power combiner. This scheme is il-
lustrated in Fig. 4.8(b). In addition, also a
filter is used at the output of the generator to
minimize further any harmonic generation,
and thus to clear out the generator spectra.
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4.2.3.3 Two-tone amplitude
measurement

Using any of the previously described two-
tone signal-generation mechanisms, the
main goal now is to measure the nonlinear
distortion generated in our DUT. Thus the
two-tone signal is fed to the DUT and the
output is measured using a spectrum analyz-
er. What can be mentioned here is that the
spectrum analyzer, as presented in Chapter
2, should behave as linearly as possible, and
the operator should guarantee that the input
signal is within the dynamic range of the
spectrum analyzer.

One rule of thumb to roughly test this be-
havior is to change the internal input attenu-
ation of the spectrum analyzer, and see
whether the nonlinear distortion tones go up
or down. Since the spectrum analyzer auto-
matically displays the measured signal,
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accounting for the attenuator, the measured
values should be constant unless they are be-
ing generated in the instrument itself, in
which case they will change with the value of
the input attenuation. If the measured values
are constant, then the analyzer is measuring
exclusively the input signal and not any in-
ternally generated distortion. Figure 4.9
presents a typical two-tone configuration
scheme.

Figure 4.9 A two-tone measurement bench, where two sig-
nals can be seen being combined in a power combiner.
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Nevertheless, sometimes the nonlinear dis-
tortion generated by the DUT is so low that,
in order to view it clearly, the input attenuat-
or should be set to zero. In that case the two
main tones can put the RF front end of the
spectrum analyzer in a nonlinear zone,
which will degrade the overall measurement.
Increasing the input attenuation is not an
option, since the increase in attenuation will
make the noise rise, and thus mask low val-
ues of nonlinear distortion. A possibility in
this case is to minimize, and ideally elimin-
ate, the two main tones (fundamental fre-
quencies) coming out of the DUT. That can
be done with the configurations sketched in
Fig. 4.10(a).
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Figure 4.10 Two-tone measurement benches for measur-
ing extremely low values of distortion: (a) two-tone funda-
mental elimination by a filtering approach and (b) two-tone
fundamental elimination using a cancelation-loop
approach.

Two setups are presented for this proced-
ure. In Fig. 4.10(a) the fundamental tones
are filtered out using a diplexer filter before
reaching the SA front end. The input signal
for the SA is now very low, and the 0-dB-at-
tenuator value can be used as the input
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attenuation, since it is expected that no dis-
tortion will be generated with this setup.
This approach is effective only if the diplexer
filter is of high quality, since the tones are
usually close to each other, and so the filter
should have a steep cut-off slope. Figure
4.10(b) presents another approach, whereby
the fundamentals are eliminated by using an
active cancelation approach. In this case the
bench becomes more complex, but the elim-
ination becomes easier in the case of closely
spaced tones. If the tones are significantly
separated from each other then the cancela-
tion loop becomes inefficient. Owing to the
delay path used, the delay should be wide-
band in such cases.

4.2.3.4 Two-tone phase measurement

Sometimes it is important to measure the
phase delay between input and output tones,
and for each tone itself. An example is when

545/673

text/part0012.html#fig4-10
text/part0012.html#fig4-10


evaluating the impact of dynamic effects on
signal degradation. In this section, we de-
scribe the solution when an NVNA is not
available.

The problem of measuring phases is quite
complex because, since the two sinusoids
travel at different velocities (frequencies),
the phase relationship is quite awkward.
Nevertheless, it is possible to measure the
phase change if we compare the output sig-
nal with a version of the input signal. When
the tones are phase correlated, that is, if we
are generating two tones using a common
reference, or if they are generated using an
AWG, the phase relationship can be meas-
ured using an oscilloscope with synchronous
channels, and then the output measured sig-
nal is compared with an ideal nonlinearity
created in a computer framework. This ap-
proach is illustrated in Fig. 4.11.
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Figure 4.11 A two-tone measurement bench for phase
evaluation with correlated signals employing a known
nonlinearity.

In this case the phase is obtained by taking
a DFT of the input and output measured sig-
nals, and then the output is compared with a
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version of the input passed through an ideal
mathematical memoryless nonlinearity, for

instance x3, if the IMD is the objective to be
measured.

Thus, at the output of the mathematical
nonlinearity and measured nonlinearity, the
phase relationship is mainly a comparison of
the phase difference between equal-fre-
quency signals. The reader should be aware
that this is valid only if the tones are correl-
ated and if it is guaranteed that the oscillo-
scope measures the input signal and output
signal synchronously. If this is not the case,
they should be synchronized somehow [1].

There are nevertheless other approaches
that are based on true measurements, rather
than on computer-generated references.
These methods were pursued in [2], where
the approach is based on a cancelation
mechanism. The basic idea of this technique
is to generate a signal with the same spectral

548/673

text/part0012.html#ref1
text/part0012.html#ref2


content as that of the one to be character-
ized, as was done in the ideal mathematical
case. It is then assumed that the phase of this
signal is constant whatever the amplitude of
the excitation, which is typically a two-tone
signal. Before starting the measurements, a
calibration of the setup is mandatory. Two
groups of authors [2, 3] have devoted some
time to this issue. Some authors consider
that the DUT is a memoryless nonlinearity,
and calibrate their setup in the small-signal
region of operation. In order to do this, the
lower branch of the setup is made to apply
the reference signal directly to the output.
The two branches are then added and the
result is displayed in the spectrum analyzer.
The calibration process is used to cancel out
the two signal branches by evaluating the
output in the spectrum analyzer. When the
output in the spectrum analyzer reaches a
minimum, the signals being compared have
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opposite phases. At this time the vector mod-
ulator is measured, and this phase will be
used for future calibrations. Some authors
consider that the IMD phase measured in the
small-signal case is equal to the phase of the
carrier frequency, whereas others consider
that the carrier frequency is of the opposite
phase. But in real DUTs, which present dy-
namic effects, this is no longer true, and oth-
er schemes are necessary.

The measurement procedure is continued
by returning the input signal to its default
value, and the output is again eliminated by
the output cancelation setup. The actual
phase value is the difference between the
value measured in the vector modulator and
the calibration value.

Another alternative method by which to
measure the IMD phase in a continuous and
automatic way is to follow similar ideas, but
now considering a known reference. In this
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case, the input signal will be passed through
a reference nonlinearity and compared with
the output signal for the same frequency
component, as illustrated in Fig. 4.12.

Figure 4.12 A two-tone measurement bench for phase
evaluation employing a known nonlinearity.

This setup assumes that the input signal is
first divided into a power splitter and then
fed to the DUT and to a known reference.
The reference can be any known memoryless
nonlinear device, for instance a mixer or a
high-frequency amplifier. At the output the
signals are down-converted and filtered out,
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so a VNA can be used for measuring both
signals, which is possible since they are at
the same frequency, and thus one can meas-
ure the phase difference between them. More
information on this setup can be found in
[4].

4.2.3.5 Two-tone measurements in the
presence of dynamic effects

As introduced in Chapter 1, certain nonlinear
DUTs present what is called memory effects
[5]. The way to measure dynamic intermodu-
lation effects is by using a two-tone signal
and varying the spacing between the tones,
as shown in Fig. 4.13. The bench used for
this evaluation is the same as the one used in
Section 4.2.3.3, but now the tone separation
should be changed accordingly. The tone
separation can be done manually, point by
point, or chirp signal generation can also be
used, as presented in Section 3.5, with extra
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care regarding the time window used to cap-
ture the nonlinear distortion.

Figure 4.13 The impact of two-tone nonlinear dynamics:
(a) two-tone IMD measurement when memory effects are
visible and (b) two-tone IMD variation with tone spacing.
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4.2.4 VNA measurements

The primary use of a VNA is obviously for
performing S-parameter measurements, as
will be outlined in Section 4.2.4.1. However,
modern high-end VNAs have extensive cap-
abilities, and are in fact able to measure also
the parameters discussed above (power,
noise figure, two-tone measurements). This
aspect will be elaborated on in Section
4.2.4.2.

4.2.4.1 The procedure for S-parameter
measurements

Today’s VNAs have built-in computers with
extensive GUIs that guide the user through
the measurement procedure. Nevertheless, it
is important to have a good understanding of
the various steps, illustrated in Fig. 4.14, in
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order to ensure that one will obtain accurate
measurements in the end.

Figure 4.14 The VNA measurement sequence.

Before the calibration can start, the user
has to insert or confirm a number of settings.
An important setting is the frequency range
(i.e., start and stop frequencies, number of
measurement points, linear or logarithmic
sweep). Since this can no longer be changed
once the calibration has been done, this
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setting must be considered carefully at the
beginning. The more measurement points,
the finer the resolution of the data, but also
the longer the measurement will take. A
dense grid is fine for a passive component,
but, as soon as one has to vary operating
conditions such as the DC bias, one easily
ends up with overnight measurements if too
many frequency points are requested.

The next parameter is the power range. The
higher the incident power, the better the
signal-to-noise ratio, and hence also the bet-
ter the measurement. But, if the incident
power is too high, the DUT may start behav-
ing nonlinearly, and then the measured S-
parameters are not correct. A way to check
for this is to calibrate the system at a nomin-
al power, −20 dBm for example, and then
manually vary the incident power and exam-
ine whether the value of S21 changes.
Depending on the instrument, the user can
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change the RF source power and/or the in-
strument may have a bank of internal atten-
uators. When ramping up the power, the
power at which S21 starts to change, usually
by decreasing, is the maximum power that
can be set. When you are measuring over a
wide frequency range, it is advisable to intro-
duce a power slope to compensate for the
frequency-dependent loss in the cables (and
probes) between the instrument and the
DUT.

The power levels going into the instrument
should be checked as well. If the DUT has a
high gain and/or high output power, the in-
ternal attenuator at port 2 (and possibly that
at port 1 as well) should be activated in order
to avoid having the instrument driven into
nonlinear operation, or even worse, being
damaged. It is a trade-off exercise, because
the additional attenuation reduces the
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dynamic range, and thus the quality of the
measurement.

The dynamic range can be improved by in-
creasing the averaging and reducing the IF
bandwidth, but this is a trade-off as well due
to the increase in measurement time
entailed.

Finally, note that the actual settings are
manufacturer-dependent, so check the
manual of your instrument to ensure that all
necessary settings have been set.

Once the settings have been set, the calib-
ration procedure as explained in Section 2.6
can be performed. In practical cases, the user
has to select the calibration approach, and
then the VNA GUI will guide the user in con-
necting the various standards in the case of a
mechanical (connectorized or on-wafer) cal-
ibration. In the case of an e-calibration, the
user has to connect the e-calibration module
only once and then the instrument software
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executes the calibration procedure
automatically.

At the end of the calibration, it is a good
habit to validate the calibration. This can be
done by performing a measurement on a
standard that was not part of the calibration
procedure. Alternatively, make use of a pass-
ive component for which you know the char-
acteristics to expect. If both options are not
available, you may remeasure a standard
that was part of the calibration procedure. In
this case, you are checking measurement re-
peatability rather than validating the calibra-
tion. But if the result deviates strongly from
the expected value, you can be sure that
something went wrong during the calibration
procedure. For example, if you connect a
short or open standard to port 1, the mag-
nitude of S11 should be close to 0 dB, to with-
in a few tenths of a dB.
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Once the calibration has been validated,
you can proceed to the actual measurement.
Measurements of the S-parameters are usu-
ally the first measurements conducted on a
new microwave circuit, after the DC func-
tional testing has turned out to be correct.
The gain and matching are measured, and
compared with the circuit’s datasheet or sim-
ulated specifications. When the results are in
agreement, more complex testing such as
two-tone measurements and noise-figure
measurements may follow next. Figure 4.15
illustrates the measured S21 of a
reconfigurable multi-band amplifier [6].
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Figure 4.15 Measured S21 of a reconfigurable multi-band
amplifier. The amplifier is switched between two bands by
putting the MEMS switch on or off [6]. © IEEE.

4.2.4.2 Extended measurements

As explained in Section 2.6.2, the standard
VNA calibration assumes that the measured
quantities are ratios. For this reason, the
magnitude and phase of the normalization
coefficient in Eq. (2.34) is not determined. It
is, however, straightforward to calibrate the
magnitude using a power meter, and there-
fore this utility is built in as standard in
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today’s VNAs. Note that determining the
phase of the normalization coefficient is
more complex and necessitates a full-blown
NVNA.

A distinction is made between source and
receiver power calibrations. The source
power calibration calibrates the power level
of the RF source that is used as the excitation
in the measurements. If the excitation is to
be applied at port 1 of the DUT, the power
sensor is connected to port 1. The VNA has a
built-in algorithm to sweep the source across
the set frequency range and to adjust the RF
source power level until the target power
level gets read by the power sensor.

The receiver power calibration mathemat-
ically removes frequency-response errors in
the specified VNA receiver. The readings are
adjusted to the same value as the source
power calibration level (or to a specified off-
set value). The first step in this procedure is
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to perform a source power calibration. Next,
a “through” is to be connected between the
source port and the receiver. The built-in al-
gorithm then automatically determines the
correction to be applied.

After the power calibration, power meas-
urements become possible. Combined with a
DC measurement, figures of merit such as
gain, output power, drain efficiency, and
PAE can be characterized, as illustrated in
Fig. 4.16 [7].
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Figure 4.16 Power amplifier results based on single-tone
power measurements using a VNA [7]. © IEEE.

Since modern VNAs often have two, or
even four, internal RF sources, also two-tone
measurements are straightforward to per-
form. This provides an alternative to the pro-
cedures explained in Sections 4.2.1 and
4.2.3.
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Also mixer measurements can be per-
formed with a VNA. The combined set of S-
parameter measurements and power calibra-
tion is sufficient to obtain scalar mixer meas-
urements, meaning magnitude only. To de-
termine also the phase response and group
delay, or in other words carry out vector mix-
er measurements, one usually makes use of a
reciprocal mixer–filter pair during the calib-
ration [8]. This procedure is quite cumber-
some, and therefore we refer the reader to
the recent approach making use of the NVNA
calibration concept [9]. In this approach, a
reciprocal mixer–filter pair is no longer
required.

It is even possible to perform noise-figure
measurements with a VNA. Depending on
the manufacturer and frequency range, ded-
icated noise receivers may be implemented
in the instrument. In the following, we as-
sume that the standard receiver is used as a
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noise receiver. Obviously, the measurement
accuracy will be less good than with a
dedicated noise-receiver measurement
setup, such as the one described in Section
4.2.2. The calibration procedure starts with a
source power calibration, as explained
above. Next, a “through” connection is made
between the calibrated source port and the
receiver that is being used as a noise receiv-
er. The instrument’s built-in software char-
acterizes then the gain bandwidth and noise
level of this receiver. Next, a regular S-para-
meter calibration is performed. An optional
step is to correct for the mismatch of the
source port, in which case the accuracy will
be better because noise-figure measurements
assume that the source impedance is 50 Ω.

4.2.5 NVNA measurements
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The NVNA measurement section is split into
two parts. First, the general measurement
procedure is described, together with prac-
tical examples. Next, the application of load-
pull measurements using an NVNA is elabor-
ated in more detail.

4.2.5.1 The measurement procedure

The measurement procedure is outlined in
Fig. 4.17. Compared with the VNA measure-
ment procedure, the phase of instrument set-
tings is shorter and is usually combined with
the calibration. NVNA measurements have a
wide range of degrees of freedom for experi-
mental settings (power sweep, frequency
sweep, single-tone, two-tone, or multi-sine
excitation, load-pull, …), but this can be de-
cided upon after calibration.
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Figure 4.17 The NVNA measurement procedure.

Since the mixer-based NVNA is based on
the VNA architecture, the notes on calibra-
tion in Section 4.2.4.1 are largely applicable
in this case as well. One difference is that the
S-parameter calibration is performed at the
highest power level that still ensures receiver
linearity, so the DUT power levels do not
have to be considered yet. This is possible
since a power calibration is always part of
the NVNA calibration procedure.
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In terms of initial settings, also here it is
important to think carefully about the fre-
quency range prior to calibration. The largest
common divider of the frequencies to be
characterized in the intended measurements
is to be taken as the calibration frequency. In
the case of the NVNA, the default of 10 MHz
is often selected for reasons of flexibility. The
older sampler-based LSNA architecture was
more limited, in that the calibration fre-
quency had to be between 600 MHz and 1.2
GHz.

As explained in Section 2.7.2, the calibra-
tion procedure consists of three parts: linear
calibration, power calibration, and harmonic
phase calibration. The procedure is auto-
mated in today’s commercial instruments.
The software informs the user where to con-
nect which standards.

Since the instrument is relatively recent,
there exists as yet no calibration verification
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element. So the recommendation is to first
check the S-parameter calibration verifica-
tion, and then measure a device regarding
which one knows which characteristics to ex-
pect. Since this device is an in-house-selec-
ted device, one cannot be sure of its accuracy
but at least it allows one to detect major cal-
ibration issues.

The output data can be visualized (and
stored) in both frequency- and time-domain
formats. Both formats can be useful for be-
havioral modeling (see examples in Section
4.3) and to check for modeling accuracy. The
frequency-domain results can give informa-
tion similar to that from single-tone power-
meter measurements (see Section 4.2.1), and
from two-tone and multi-sine excitation-
based characterizations (see Sections 4.2.3
and 4.2.6).

Figure 4.18 visualizes a time-domain result.
The measurements were obtained on the
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sampler-based architecture with low-fre-
quency (LF) extension [10]. The latter en-
ables one to characterize the baseband re-
sponse jointly with the response at RF. Ex-
amining the RF only (Fig. 4.18(a)) may lead
to incorrect interpretation, such as that the
device is not pinching off. The correct phys-
ical behavior, combining the baseband and
RF responses, is depicted in Fig. 4.18(b).

Figure 4.18 Measured time-domain waveforms of a
FinFET under two-tone excitation [11]: (a) baseband (LF)
and RF responses and (b) combined baseband and RF re-
sponse. © IEEE.
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The added value of using an NVNA rather
than a VNA is that the response around the
harmonic frequencies can be characterized
as well. The added value of using an NVNA
rather than a spectrum analyzer is that both
the amplitude and the phase of the spectral
components can be characterized, such that
the time-domain representation becomes
possible. These two aspects are jointly illus-
trated in Fig. 4.19, which depicts the mag-
nitude and phase of the complex envelopes
around the carrier frequency and around the
second-harmonic frequency versus time. The
DUT is a packaged amplifier designed for
4.9-GHz wireless applications. The excita-
tion is a 63-tone multi-sine designed to mim-
ic a 1.6-MHz-bandwidth QPSK-modulated
digital signal [12]. Figure 4.19 is comparing
the measurements against a behavioral mod-
el [13], so it is also an example of model
validation.
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Figure 4.19 Measured (circles) and simulated (solid trace)
waveforms in (a) magnitude and (b) phase of the complex
envelope around the RF carrier frequency, and of (c) mag-
nitude and (d) phase of the complex envelope around the
second RF harmonic. The DUT is an amplifier and the excit-
ation is a multi-sine mimicking QPSK modulation [12]. ©
IEEE.

An application of high interest is extending
the NVNA setup to enable load-pull
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measurements, which will be discussed in
the next section.

4.2.5.2 Load-pull measurements

Load-pull is the term applied to the process
of systematically varying the load impedance
presented to the DUT, which is most often a
transistor, to assess its performance as a
function of this load impedance. Source-pull
exists as well, in which case the impedance
presented to the DUT at its input is being
varied. The most common application of
source-pull is characterization of the noise
parameters of transistors, while load-pull is
inherently connected to the design of power
amplifiers. The load can be varied in a pass-
ive or active way. Both approaches are illus-
trated in Fig. 4.20 [14].
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Figure 4.20 The measurement bench of an NVNA exten-
ded with harmonic load-pull capability [14].

The passive approach makes use of a mech-
anical tuner to vary the impedances. Some
examples are depicted in Fig. 4.21. The draw-
back of mechanical tuners is that the mag-
nitude of the realized reflection coefficient
has a practical upper limit due to losses in
cabling, and probe if on-wafer, between the
tuner and the DUT. So no impedances close
to the edge of the Smith chart can be real-
ized. In the active approach, a signal is injec-
ted at port 2 of the DUT. Both closed-loop
and open-loop configurations exist. Figure
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4.20 shows an open-loop implementation.
The signal generated by RF source 2 creates
an incident wave of amplitude a2 going into
the DUT’s output. The obtained reflection
coefficient is a2/b2 , with b2 the amplitude of
the scattered wave at the DUT’s output, port
2. If a2 is larger than b2 , instabilities may oc-
cur, and this is an important drawback of the
active-load-pull method. Impedances at the
edge of the Smith chart can be achieved by
properly choosing the amplitude of a2. This
may require an additional power amplifier at
port 2, as shown in Fig. 4.20, in order to gen-
erate adequate power relative to b2. Often
passive and active load-pull are combined in
such a way as to optimize the coverage of the
Smith chart while keeping the potential in-
stability problem under control. In such
cases, the passive tuner is set to a load near
the expected optimum load of the DUT, and
excursions using active load-pull are made
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around this load set by the passive tuner.
Figure 4.20 depicts another way of combin-
ing passive and active load-pull. In this ex-
ample, the tuner is used for load-pull at the
fundamental frequency, and the active injec-
tion is employed for the purpose of load-pull
at the second-harmonic frequency. These
two types of load-pull are combined using a
diplexer. For completeness, it should be
noted that harmonic tuning can also be
achieved just using mechanical tuners that
have been specifically designed for this
purpose.
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Figure 4.21 Two mechanical tuners. © Maury and Focus.

The setup in Fig. 4.20 combines the load-
pull capability with an NVNA. Traditionally,
load-pull has been combined with a power
meter or a spectrum analyzer. This is ad-
equate when the aim is to obtain figures of
merit such as output power or power-added
efficiency as functions of the load imped-
ance. The added value of the NVNA is that
dynamic load-lines can be straightforwardly
obtained and analyzed. An example is shown
in Fig. 4.22. The dynamic load-line means
that the time-domain waveform of the cur-
rent at port 2 is plotted against the time-do-
main waveform of the voltage at port 2. The
load-line changes in slope and shape as a
function of the (harmonic) load realized.
Such dynamic load-lines are highly useful in
power-amplifier design. By shaping the
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dynamic load-line, the amplifier’s perform-
ance can be optimized. This way of designing
amplifiers is called “waveform engineering”
[15, 16].

Figure 4.22 Dynamic load-lines under various load condi-
tions measured on a GaN HEMT [14]. © IEEE.

4.2.6 Modulated signal measurements
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Modulated signals or multi-sine measure-
ment benches are gaining increased import-
ance due to growth of wireless communica-
tion systems. In contrast to the other
benches described in the preceding sections,
these benches are always based on an AWG
generator. The reason is that the signal
should mimic as closely as possible real com-
munication environments, and thus the gen-
eration of spectrum masks is fundamental
for a correct evaluation of the DUT.

As explained in Chapter 1, the important
figures of merit in connection with modu-
lated signals are the ACPR, NPR, CCPR,
EVM, etc., all of which impose the use of
spectrum analyzers or VSAs, which could be
used in conjunction. It is our view that a
VSA, or for certain applications an RTSA
(when variation over time is important),
would be the appropriate instrument to use
in this case. In the case of multi-sine
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excitations, also the use of an NVNA may be
considered. As explained in Section 2.7, an
NVNA can, however, not be adopted if the
spectrum is continuous, as in the case of
realistic modulated signals.

Figure 4.23 presents the typical configura-
tion (which is exactly equal to the AWG two-
tone bench).

Figure 4.23 The typical configuration for a modulated sig-
nal measurement evaluation.

In this case the input signal synthesized in
the AWG passes through the DUT and then
the output signal is measured by a VSA. As
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explained earlier, similar care should be
taken with respect to the RF front end of the
VSA in order not to saturate it.

4.2.6.1 Adjacent-channel power
measurements

The first important measurement to be done
in modulated signal evaluation is to account
for the amount of spectral regrowth that a
nonlinear device can generate. That can be
done by generating a signal pattern in the
AWG, which should be as close as possible to
the wireless system standard to which the
DUT will be subjected, and feeding it with
that signal. The output will then be meas-
ured using a spectrum analyzer, as in Section
1.5.3. In the case of ACPRT measurements,
either ACPRL or ACPRU, the measurement is
made in the SA by using a convenient mask.
This means that the fundamental signal
should have a mask and the spectrum
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regrowth should have another mask. The
power in the fundamental mask is evaluated
as the power inside the limits, and the calcu-
lations are done accordingly. Figure 4.24
presents typical output-distorted spectra.
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Figure 4.24 ACPR measurement: (a) typical ACPR in con-
tinuous spectra and (b) typical ACPR in multi-sine spectra.

As can be seen in Fig. 4.24(a), it is very dif-
ficult to define precisely the masks in a truly
modulated signal, since most modulated sig-
nals have some kind of spectral rolloff, and
thus the precise definition of where the
ACPR mask starts becomes a cumbersome
problem. That problem can be obviated us-
ing a multi-sine signal as seen in Fig.
4.24(b), if the multi-sine presents statistical
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values similar to those discussed in Section
1.5.3. Nevertheless, the evaluation of the
ACPR in signals with continuous spectra can
be obtained with great confidence if, instead
of ACPRT, we use the spot ACPR, ACPRSP, as
explained in Section 1.5.3.2. In this case the
mask for the fundamental power measure-
ment can be the same as used before, but the
mask for the distortion is, in principle, far
away from the roll-off, and thus perfectly
identifiable and clear, as illustrated in Fig.
4.25.
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Figure 4.25 ACPR spot measurement, where the spot
bandwidth is identified.

It should also be stated here that some SAs
already have a built-in capability to measure
these figures of merit automatically, impos-
ing only that the operator define the corres-
ponding mask limits.

4.2.6.2 Noise-power-ratio
measurements
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As presented in Section 1.5.3.3, the ACPR is
not a complete measurement approach since
it evaluates mainly nonlinear distortion ap-
pearing in adjacent-channel frequencies.
Nevertheless, the most important aspect for
a modulated signal is its co-channel frequen-
cies, since those will decrease the SNR and
thus will degrade the BER. Thus measuring
co-channel distortion is crucial. The first co-
channel evaluation is that of the so-called
noise power ratio, NPR. The NPR is meas-
ured, as explained in Section 1.5.3.3, as the
distortion appearing in a notch that is made
in the input signal. The input signal to be
used could be a multi-sine or a truly modu-
lated signal, but a spectrum notch should be
made prior to exciting the device.

If a multi-sine can be used then the notch is
easily implemented by switching off the
middle terms. This should be done with care,
since in an AWG the middle term normally
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falls on top of the local oscillator, and thus
some LO leakage may appear in the gener-
ated spectrum. The bench operator should
be aware of this fact. The same happens with
a modulated signal, but then the signal
should be carefully designed in a digital way
prior to exciting the DUT. The proposed
scheme for this design is to create a modu-
lated pattern in baseband and then, after fil-
tering using a high-pass filter, the signal can
be I/Q up-converted. Again the up-conver-
sion should be done with care in order to
avoid the appearance of the LO at the output.
Figure 4.26(a) presents these signals.
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Figure 4.26 NPR signal generation: (a) a typical NPR
measured signal for a continuous spectrum and (b) a typical
NPR measured signal for a multi-sine spectrum.
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The measurement is then done using a VSA
or an SA. The power is measured in the
fundamental-frequency mask and in the
notch mask. Again, if a multi-sine is used,
the notch power is easily measured, but in
the case of the continuous spectrum the roll-
off of the filter can impose some errors that
should be accounted for.

4.2.6.3 Co-channel power-ratio
measurements

Although NPR measurements can be very
well understood and can be a great help for
RF designers, it can be proven [17] that NPR
measurements do not capture the overall im-
pact of nonlinear devices excited by a modu-
lated signal. The main reason for this is that
the input signal was changed, and thus the
response will be different from the response
of the real signal. Thus some authors have
proposed the use of a more robust
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measurement procedure for identifying co-
channel distortion, as presented in Section
1.5.3.3. This figure of merit is called the co-
channel power ratio (CCPR). It is measured
using a setup similar to the nonlinear-
distortion-mitigation mechanism. The main
idea here is to measure the real nonlinear
distortion noise, which means the non-linear
distortion appearing at the co-channel fre-
quencies that are not correlated with the fun-
damental signals. But, to achieve this, espe-
cially since they are on top of each other, it is
important to eliminate the fundamental cor-
related signal prior to the measurement. A
possible way to do that is sketched in Fig.
4.27.
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Figure 4.27 A typical CCPR measurement bench.

The setup is composed of an AWG followed
by a bridge setup inspired by the cancelation
loop of a feed-forward linearizer system [17],
and finally an SA or a VSA. The upper
branch contains the DUT, while in the lower
branch a simple phase-delay device is used
to mimic the linear behavior of the DUT. The
auxiliary branch (lower branch) can be deac-
tivated by switching the power divider and
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combiner ports to matched loads, for com-
plete fundamental and distortion output
readings. The final power combiner is used
as the signal-subtraction component, and the
output is measured by the SA. The setup in-
cludes also two attenuators, one at the input,
to control the excitation level, and another
one in the upper band after the DUT, which,
combined with the phase delay in the lower
branch, mimics the BLA of this DUT.

In order to understand this procedure, con-
sider that the output of the DUT is composed
of a linear replica of the input and a nonlin-
ear distortion: Xout = GBLAXin + D, where
GBLA is the best linear approximant and D is
the nonlinear distortion.

If we have the DUT operating with a low-
power signal excitation, then the output will
be mainly a linear replica of the input. In this
case the loop can be tuned to eliminate the
linear part, and the phase delay combined
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with the action of the second attenuator can
be changed in order to observe only noise in
the SA, as illustrated by Fig. 4.28(a). In this
state the linear contribution is completely
eliminated even when the input excitation
signal is increased. Since the linear compon-
ents in the two branches are similar in both
branches, this is a procedure to identify the
linear gain G. When the input signal power is
increased, and the input attenuation de-
creased, the output will be XSA = GBLAXin +
D − GXin.
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Figure 4.28 A CCPR measurement: (a) a typical CCPR
canceled signal, when the system is tuned at small signal
condition; and (b) a typical uncorrelated CCPR measure-
ment, when the system is tuned at large signal condition.
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The measured value in the SA will account
for the overall distortion in the nonlinear
device. This means that it will account for
both correlated and uncorrelated distortions,
which constitute in fact the CCPR to be
measured.

If just the uncorrelated co-channel distor-
tion is to be measured, it can also be ob-
tained using this setup. In that case the setup
should be tuned when the device is excited at
its full power. In this case the components
that can be subtracted are just the correlated
ones, since the uncorrelated distortion can-
not be mimicked by the lower branch. This
idea was initially proposed in [18] for meas-
uring nonlinear co-channel distortion. The
result of such a measurement can be seen in
Fig. 4.28(b).

4.2.6.4 Modulated information
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Up to now the instrumentation benches we
have focused on were applied mainly to
measure signals at RF. But, as explained in
Chapter 1, RF signals normally contain in-
formation that is modulated either in phase
or in amplitude. In this way, signals can
transport information and thus allow com-
munication between several points in a wire-
less network.

Despite the fact that RF figures of merit
give a nice perspective on the overall per-
formance of the system, they do not give dir-
ect readings about the information being
transmitted. This information is usually
found by evaluating real modulated signals,
either after demodulation or at the envelope
layer. That is why the evaluation of the I/Q
time evolution is very important, since it al-
lows one to evaluate the information it
contains.
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One figure of merit that it is important to
measure in this context is the EVM, which
was explained in Section 1.6.2. The EVM
gives us information about the degradation
of the constellation diagram of a digital mod-
ulated signal traversing non-ideal scenarios,
be they linear or nonlinear. If the objective is
to capture these behaviors in the laboratory,
then a VSA, as covered in Section 2.4, should
be used, since it allows the I/Q signal to be
captured over time, and then further it can
be evaluated over time. The bench and a typ-
ical measurement of the I/Q signals can be
seen in Fig. 4.29.
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Figure 4.29 Baseband measurements: (a) a VSA measure-
ment bench, (b) a typical I/Q measurement, (c) a typical I/Q
constellation, and (d) a typical EVM measurement.

The measurements when performed in
terms of I/Q are done at the complex envel-
ope level, and thus capture mainly in-band
information. It is possible with this VSA ap-
proach to measure also the ACPR, NPR, or
CCPR values presented previously if the I/Q
signal is converted to the frequency domain.
But, more importantly, the main quantity
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that can be measured is the deviation of the
I/Q signal constellation from the original or
transmitted one, as shown in Fig. 4.29(d).

If the instrument has the demodulation al-
gorithm installed, it is also possible to de-
modulate the signal completely and to evalu-
ate the BER of the overall system. In order to
enable this, the receiver (VSA) should have
knowledge of the transmitted sequences.
This is normally done using predetermined
pseudo-random bit sequences, normally
coded as PRBS, which are known both at the
transmitter, namely an AWG, and at the
receiver.

4.2.6.5 Time-division signal
measurements

New wireless technologies are imposing
stronger challenges in terms of their instru-
mentation and characterization needs. One
of those limitations is related to the change
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of the signal waveform over time, which is
mainly due to the use of such advanced con-
figurations as time-division multiple access
(TDMA) and frequency hopping (FH), or
more complex mechanisms for wireless sys-
tems such as the one used in WiFi systems
like carrier sense multiple access (CSMA).
All these new systems impose a behavior
over time that should be carefully character-
ized and evaluated.

Similar figures of merit to those used for
traditional characterizations can continue to
be used here, but now most of them will have
a variation over time. For instance, we could
define something as the ACPR over time
ACPR(τ), which gives information as an in-
herent variation with time. Thus the equip-
ment presented in Section 2.5, namely the
RTSA, becomes a key point in these
scenarios.
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In this case the setup for evaluating these
parameters is mainly achieved by connecting
the DUT to the RTSA, and then measuring
the variation of the spectra over time. Again
it should be noticed that what we are meas-
uring here is an I/Q signal that varies with
time, which entails removing from it the car-
rier information. Figure 4.30(a) presents this
configuration.
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Figure 4.30 Measurement of quantities over time: (a) an
RTSA measurement bench and (b) a typical RTSA
measurement.

In Fig. 4.30(b) an example measurement
can be seen. This bench is actually very im-
portant for wireless regulators, since it al-
lows them to monitor the spectrum occu-
pancy, and to identify variations over time,
as well as to create triggers that could be ac-
tivated when the spectrum is corrupted in a
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specific area. Developments are being made
in order to use this type of instrumentation
in the new concepts of cognitive radio and
white-spectra occupancy. The reader can
browse [19] for more information. Again in
this measurement it is very important to se-
lect the correct time window for the
spectrum water-fall evaluation, as discussed
in Section 2.5.2.

4.2.7 Mixed-signal (analog and digital)
measurements

With the new advances in software-defined
radio (SDR), the wireless community is start-
ing to have other special needs when it
comes to evaluating DUTs. In an SDR DUT,
one side is analog but the other is digital,
which imposes that the measurements
should be done in two different domains, one
being digital and the another analog. Some
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vendors have already started thinking about
it; for instance, note the equipment presen-
ted in [20, 21], which is an instrument simil-
ar to an oscilloscope, but one of the inputs is
analog and the other one is digital, as in the
logic analyzer presented in Section 2.9.

In these scenarios the information
gathered is the same, meaning that all RF or
base-band figures of merit could continue to
be obtained, but now with a mixed-signal fla-
vor. In the laboratory, users can rely on the
instrumentation available on the market, or
build their own using different instruments.
Figure 4.31 presents a possible
configuration.
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Figure 4.31 A mixed-signal bench, with an AWG to gener-
ate the analog signal, an oscilloscope for capturing the ana-
log signal and a logic analyzer for capturing the digital sig-
nals. All these measurements are then combined in a central
computer for evaluation.

The most important limitation in this scen-
ario is the synchronization of all the instru-
ments if a coherent measurement is to be
done. More information on this type of
measurement can be found in [20].
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4.2.8 Temperature-dependent
measurements

All the characterizations discussed in the
above sections may be executed as functions
of temperature in order to assess the circuit’s
performance under environmental condi-
tions closer to those of practical operation.
In the case of on-wafer measurements, a
probe station whose chuck can be varied in
temperature can be used. Special care should
be taken about the calibration because
probes and the standards on the calibration
substrate change with temperature as well.
In the case of packaged circuits, the primary
focus of this book, the circuit is put in an
oven that can be cooled and/or heated. An
example is shown in Fig. 4.32. A GaN oscil-
lator is put in an oven and its oscillation fre-
quency is monitored by a spectrum analyzer
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while the temperature inside the oven is var-
ied. The result is shown in Fig. 4.33.

Figure 4.32 Measurements using a thermal chamber.
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Figure 4.33 The oscillation frequency of a GaN oscillator
versus temperature.

4.3 Test benches for behavioral
modeling

4.3.1 Introduction

In order to achieve wireless-system design,
several circuit blocks can be cascaded. To
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reduce simulation time, the typical approach
is to represent the various blocks by a beha-
vioral model description instead of simulat-
ing the full circuit-level model which may
consist of a hierarchical structure grouping
tens of component models. From the wide
range of behavioral models [22], we describe
in this section the measurement benches of
three major approaches: Volterra-series
modeling, state-space modeling, and the
describing-functions approach. Whereas
NVNA instruments can be adopted for any of
these three methods, VSAs have traditionally
been the instruments of preference for
Volterra-series model extraction. The state-
space modeling approach was originally de-
veloped on the basis of the NVNA, but also a
VSA may be used if the modeling engineer is
not interested in being able to predict the re-
sponse around the harmonics. This is a valu-
able assumption, since one is often
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interested in the response at the carrier fre-
quency only, assuming that the harmonic re-
sponses will be filtered out. The third ap-
proach, which is based on the describing-
functions concept, has been developed dir-
ectly in connection with the NVNA.

4.3.2 Volterra-series modeling

As seen in Section 1.4, nonlinear devices can
be approximated using polynomial equa-
tions. This is especially true if the nonlinear
device to be characterized and modeled is
memoryless, meaning that it does not
present dynamic effects. Nevertheless, some-
times nonlinear devices are also sensitive to
nonlinear dynamics, which necessitates the
use of more robust modeling strategies.

One possibility to model nonlinear dynam-
ics is the so-called Volterra series [23], which
somehow captures the behavior of the

612/673

text/part0009.html#head1-4
text/part0012.html#ref23


nonlinear device when the amplitude of the
input signal is changed, but also when the
carrier frequency (called short-term
memory) or envelope dynamics (called long-
term memory) are changed. A typical
Volterra-series expansion can be expressed
as

(4.6)

where hn(…) is called the nth-order Volterra
kernel, and represents the behavior of an
nth-order polynomial dynamic effect.

A Volterra series is thus a combination of
linear convolution and a nonlinear power
series that provides a general way to model a
nonlinear system with memory. In that
sense, it can be employed to describe the re-
lationship between the input and output of a
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DUT presenting nonlinearities and memory
effects.

For instance, in a third-degree polynomial,
the Volterra kernel will be h3(τ1, τ2, τ3), and
will thus represent the generation of the
third-order nonlinear behavior that is de-
pendent on a three-dimensional delay state
vector.

If the Fourier transform of the Volterra
kernel is taken, then the Volterra kernels
represent the nonlinear frequency response
of the DUT nonlinearity. In this case they are
called the nonlinear transfer functions. For
instance, for a third-order nonlinearity and
considering N harmonics, the output can be
represented as
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(4.7)

The main problem with this formulation is
how to obtain each hn(…) for a specific non-
linear device. Moreover, the usual procedure
described in the literature [24] is quite com-
plex when one tries to extract all of the ker-
nels at the same time, since this leads to an
exponential increase in the number of coeffi-
cients with the degree of nonlinearity and
memory length considered.

Moreover, it is well known [5] that some-
times the overall system description can be-
have very differently, since the even-order
coefficients can generate signals at high fre-
quencies (in the second-harmonic cluster)
and at the baseband frequency near the DC
cluster. This implies that the simultaneous
extraction of all of the kernels is quite
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difficult since the formulation as presented
in Eqs. (4.6) and (4.7) uses the same
descriptor for the second harmonic as for the
baseband (DC) response.

Thus a better way to extract and evaluate
nonlinear Volterra kernels is by extracting
each kernel while considering each nonlinear
cluster as a low-pass equivalent signal, by
which means each nonlinear mixing cluster
is first selected and then converted individu-
ally to its complex envelope representation.
The Volterra low-pass equivalent behavioral
model will then be applied individually to
each low-pass cluster [25]. This procedure is
similar to what is being used in the envelope
transient harmonic balance as described in
[23]. Figure 4.34 presents this behavior.
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Figure 4.34 Nonlinear clusters and bandpass equivalents,
baseband, fundamental, and second and third harmonics.
© IEEE.

Following this approach, each cluster will
be extracted individually, and consequently
the overall Volterra model will be the collec-
tion of each individual low-pass equivalent
model. It should be clear that we assume that
the clusters do not overlap, which is the
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same as saying that this process can be ap-
plied to narrowband signals.

Figure 4.35 presents the implementation of
the overall model, where the input signal x(t)
is first converted to its low-pass equivalent,
which is called the complex waveform, ,
and then passed individually to each cluster.
The output is then a collection of complex
envelopes for each cluster ?n(t), which
should afterwards be up-converted to each
frequency position and summed.

Figure 4.35 The equivalent Volterra model, where each
cluster can be identified. © IEEE.
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So for each cluster we will have the follow-
ing. The NLTF for the baseband cluster is
given by

(4.8)

The NLTF for the fundamental cluster is

(4.9)

The NLTF for the second-harmonic cluster is

(4.10)

The NLTF for the third-harmonic cluster is
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(4.11)

where h0 is the DC value of the output, and
h2,BB and h2,2harm are the second-order Vol-
terra kernels for the baseband and second-
harmonic responses, respectively. The tilde
(˜) represents a complex signal or value, and
the symbol ? denotes the complex conjugate.
Different memory lengths are also visible for
each cluster, Qq , representing different dy-
namic effects.

Other clusters can be added for higher-de-
gree Volterra kernels. It should be stressed
here also that for each cluster all the nonlin-
ear contributions should be added, as can be
seen for instance in the fundamental cluster
description in Eq. (4.9), where the linear ker-
nel and the third-order nonlinear kernel are
summed.
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The signals corresponding to each of the
clusters are in their complex-envelope
format, and should then be up-converted to
each cluster center frequency and added to-
gether, as in Fig. 4.35.

4.3.2.1 The parameter-extraction
procedure

In order to extract the coefficients for the
model described, a nonlinear DUT will be
used for demonstration purposes. In this
case the input should be as equal as possible
to the signal we expect to have in the real en-
vironment where the DUT will be used. For
gathering the data, in this case the time-do-
main samples , a wideband oscilloscope
can be used to capture the overall signal, but
in that case a reduced dynamic range will be
obtained. Alternatively, a VSA can be used as
the best solution, since the complexenvelope
waveform description is readily available
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in a VSA, and similarly all the subsequent
output envelopes near each frequency
cluster, ?BB, ?fund, ?2harm, and ?3harm, can be
gathered sequentially.

Figure 4.36 presents the measurement
bench used for this VSA-based extraction
procedure.

Figure 4.36 A parameter-extraction measurement bench,
where an extra filter is included to capture each cluster in
the output spectrum.

The parameter-extraction approach will
then be as follows.
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1. Obtain the complex envelope for each cluster of the re-
arranged output signals; this can be done by selecting the
correct central frequency for each cluster in the VSA.

2. Apply the low-pass equivalent Volterra-series model,
Eqs. (4.8)–(4.11), to these new output signals using also
the measured input complex envelope and obtain the
desired low-pass complex Volterra kernels. (This is read-
ily done if a VSA is used.)

3. Up-convert each output complex signal to the corres-
ponding cluster center frequency and finally assess the
model performance.

Figure 4.37 presents the followed
approach.
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Figure 4.37 A flowchart of the kernel-extraction proced-
ure; ε is the error goal for each cluster approximation.

It should be clear here that the input signal
and the output signal should be synchron-
ized. This can be achieved by, for instance,
embedding a trigger into the signal as in
[25], or by using external triggers. If the
solution is to use an embedded trigger, then
the signal to be fed to the DUT should be a
signal in which the first samples contain the
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trigger itself, as illustrated in Fig. 4.38.
These initial samples should be used for the
triggering strategy and then deleted prior to
the procedure for extraction of the
coefficients.

Figure 4.38 An embedded trigger.

As mentioned previously, we are able to de-
cide on the nonlinear order and number of
memory taps that are more convenient for
each cluster. In this way the overall number
of parameters required in order to match the
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output signals can be reduced by using this
separate processing. In order to reduce even
more the impact of the measurement noise,
several independent measurements can be
taken from the output signals and then aver-
aged, thereby diminishing the significance of
the noise level [25].

Considering now that the input signal is
sufficiently rich, i.e., one that presents a high
variability, and that the output of the
Volterra-series model is linear with respect
to its parameters, several low-pass complex
Volterra kernels can be determined using a
least-squares technique, as expressed by

(4.12)

where X and Y are the input complex signal
matrix and the output signal vector, respect-
ively, and H is the vector of complex kernels
that we are looking for. So, this least-squares
extraction has to be performed for each of
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the clusters selected. In order to understand
this mechanism, consider first a memoryless
device. In this case the output can be calcu-
lated as a polynomial sum,

(4.13)

and the extraction of each ap can be done us-
ing the simple equation

(4.14)

with

(4.15)

The coefficients ap can then be calculated us-
ing Eq. (4.12).
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If the polynomial is not memoryless but
presents memory effects, then some degree
of memory should be included, and the over-
all impulse response calculated for each
cluster. Considering as an example that the
complex parameters for the baseband
cluster’s second-order nonlinearity are to be
found considering a memory length of Q
taps, the input signal matrix (X) should be
composed by taking

(4.16)

and YBB, the complex output at baseband
frequencies, is obtained as

(4.17)
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where Q represents the memory length and
N is the number of samples captured for the
input complex-envelope signal and for the
output signals. The entries in the first
column of the matrix in Eq. (4.16) are all 1s,
due to the DC component.

Thus H can then be calculated using Eq.
(4.12). This result has the advantage of nota-
tional simplicity and general applicability. H
is actually composed by the following Vol-
terra operators:

(4.18)

This procedure should be implemented for
the next clusters. When all coefficients are
extracted, they should then be up-converted
to the corresponding frequency cluster using

(4.19)
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In this way a nonlinear black-box model
can be extracted using a simple and efficient
approach. It should also be mentioned that
these models behave well for the signal used
in the extraction, but can deviate from the
real values for similar signals with higher
amplitudes. If a model description for a large
range of amplitudes, or powers, has to be ob-
tained, then the model-extraction procedure
should be repeated for each amplitude of in-
terest. More information on the applicability
of the Voterra series can be found in [24].

4.3.3 State-space modeling

State-space modeling is a widely spread
modeling technique in engineering. It is a
longstanding approach in mechanical and
chemical engineering, as well as in low-fre-
quency electronics. But it was not introduced
into microwave engineering until the NVNA
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had been developed [26], because the NVNA
made it possible that the responses of a non-
linear microwave two-port (and later on
three-port) system could be fully character-
ized, namely both in amplitude and in phase.

The general model formulation expressed
in the time domain is with U(t) the vector of
inputs, X(t) the vector of state variables, and
Y(t) the vector of outputs. The overdot de-
notes the time derivative. The functions fa(.)
and fb(.) are analytical functions expressing
the dependencies.

(4.20)

In applying the concept of state-space
modeling to microwave devices, two ap-
proaches are adopted, depending on the ac-
tual application. Either the inputs and out-
puts can be set to the port voltages and cur-
rents, or they can be expressed in terms of
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the incident and scattered waves, as in the
following expression for a two-port DUT:

(4.21)

Note that Eq. (4.21) is applicable only to
devices that exhibit no long-term memory ef-
fects. The reader is referred to [27] for the
extension of the model formulation to
include long-term memory effects.

The modeling sequence is visualized in Fig.
4.40. First some initial measurements have
to be performed such that the order of dy-
namics, or in other words the derivatives’ or-
der, can be determined. A common approach
is the so-called false-nearest-neighbors
method [26]. It is essential for the sub-
sequent steps that this set of initial measure-
ments covers the experimental conditions
(frequency range, bias range, power range)
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for which the resulting model should be valid
in the end. For example, if the order of dy-
namics is established on the basis of NVNA
measurements at 500 MHz, whereas the aim
is to have a model valid at 10 GHz, the
500-MHz data might not reveal all of the dy-
namics in the DUT’s behavior at 10 GHz.
Once the order of the dynamics has been es-
tablished, a full set of measurements has to
be performed so as to cover the multi-dimen-
sional state space as well as possible. This is
followed by the actual model construction,
which is involved in determining the func-
tions f1 and f2 in Eq. (4.21). These are analyt-
ical expressions, e.g., artificial neural net-
works, whose parameters are determined by
optimization against the collected measure-
ment data. Next, the model obtained is valid-
ated, and, if the accuracy is not adequate, the
sequence is repeated, possibly starting by
collecting additional measurements, and
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revisiting the model parameters’ optimiza-
tion step. Since experiment design is a cru-
cial step, some more details are provided in
the following.

Figure 4.39 The (a1(t), a2(t), b2(t)) coverage for a power-
swept single-tone measurement, a two-tone measurement,
and a 63-tone CDMA-like multi-sine measurement on an
off-the-shelf amplifier. © IEEE.
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Figure 4.40 The sequence of steps employed to construct a
state-space model.

The aim of experiment design is to cover
the state space with measurement data, such
that the functions f1(.) and f2(.) can be de-
termined. A dense and complete coverage is
a necessity in order to avoid the need for in-
terpolation and extrapolation when using the
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resulting model in system-level design or
other applications.

Using single-tone measurements would
quickly lead to a high amount of measure-
ments at various experimental conditions
(range of biases, carrier frequencies, and
power levels) in order to obtain the required
dense coverage of the state space. Instead, it
is more measurement-efficient to use multi-
tone excitations for which the tone spacing is
small compared with the RF carrier fre-
quency [28]. The best excitation would be a
random noise source [29], but this is practic-
ally difficult to achieve in high-frequency
measurement, especially considering that the
operation of an NVNA requires periodic sig-
nals. So, in practice, a multi-sine excitation
or a set of multi-sine excitations is used to
cover the state space. As we deviate from the
ideal solution, namely a random noise
source, the choice of multi-sine is correlated
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with the DUT and its application range [30,
31]. This is illustrated by the following
example.

An off-the-shelf amplifier has been
modeled on the basis of two data sets. The
first model is based on power-swept single-
tone measurements, and is called “Model 1,”
whereas the second model is based on a
measurement involving a 63-tone multi-sine
excitation, and is called “Model 63.” Figure
4.39 shows the corresponding coverage in
the (a1(t), a2(t), b2(t)) space. Note that this is
a subprojection of the actual state space,
since this three-dimensional representation
does not yet show any higher-order dynam-
ics. Figure 4.39 also includes the coverage
corresponding to a two-tone excitation.

In the first instance, one may conclude
from the analysis above that a more complex
multi-sine excitation always results in better
model accuracy. The counterexample can be
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illustrated with this example. Intuitively, one
may expect that Model 63, which is based on
a multi-sine, would be able to predict the
two-tone measurement results, which are
also of multi-sine nature, the best. But the
contrary is correct. In this particular ex-
ample, Model 1 actually performs consider-
ably better [31]. The explanation can be de-
duced from Fig. 4.39. It can be observed that
the coverage of the set of single-tone meas-
urements is very similar to the coverage of
the two-tone measurement. In the case of
Model 63, extrapolation is required in order
to predict the response for the two-tone ex-
citation, and extrapolation usually results in
larger inaccuracies. This example demon-
strates that the coverage of the state space is
crucial for constructing good state-space be-
havioral models.
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An illustration of the accuracy of state-
space behavioral models can be seen in Fig.
4.19.

In terms of applicability, state-space mod-
els are especially suitable for those modeling
tasks where the DUT exhibits strongly non-
linear behavior. The reason is that Volter-
raseries models are usually truncated to non-
linear order three, due to the fact that the
number of model parameters grows quickly
once the nonlinearity order exceeds three. So
the most common use of Volterra-series
models is for weakly nonlinear DUTs.
Similarly, state-space models are not bound
by the limiting conditions under which the S-
function modeling concept (see Section
4.3.4) is valid. On the other hand, the draw-
back of state-space modeling is that the op-
timal experiment design is strongly DUT-de-
pendent and therefore requires user insight
and experience. Also, model construction is

639/673

text/part0012.html#fig4-19
text/part0012.html#fig4-19
text/part0012.html#head4-3-4
text/part0012.html#head4-3-4


based on optimization, and this is prone to
the usual pitfalls, such as local minima and
overtraining.

4.3.4 Beyond S-parameters

A recent modeling technique is an extension
to the concept of S-parameters. It is based on
the describing-functions concept. Over the
years, slightly different formulations have

been proposed in the literature, such as XTM

-parameters and S-functions. In the follow-
ing, the expressions used correspond to the
S-function description.

The principle of this approach is that the
response of the DUT is linearized around a
large-signal operating condition. It is illus-
trated in Fig. 4.41. The result at port 2 of ap-
plying a large-signal single-tone excitation at
port 1 at frequency f0 is indicated by the
spectrum plot on the right-hand side. This
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state determines the large-signal operating
condition. Note that the 50-Ω port at port 2
can be replaced by a tuner, so as to realize a
non-50-Ω large-signal operating condition.
When a small probing signal is applied at a
harmonic frequency (or at the fundamental
frequency at port 2), the result is such that
there is a linear response at each of the other
spectral components. Since the device re-
sponse is dependent on the phase relation-
ship between the small probing signal and
the large-signal excitation, the correspond-
ing change in the device response cannot be
described by a simple linear relationship
with the incident phasors, and therefore ad-
ditional terms need to be included in the
model. This corresponds to the introduction
of the conjugate terms “c” in the formulation
[32].
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Figure 4.41 A schematic representation explaining the
beyond-S-parameters concept.

In the S-function modeling approach, the
scattered traveling voltage waves b1 and b2

are expressed as functions of the incident
traveling voltage waves a1 and a2 , as follows:

(4.22)

where p and h denote the output port and
harmonic indices, respectively, and i and j
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stand for the input port and harmonic in-
dices, respectively, at which the probing sig-
nal is applied. The superscript * stands for
the conjugate operator, and the primes de-
note a phase shift relative to the phase of a1

at the carrier frequency:

(4.23)

The complex coefficients Sfphij and Sf cphij

are called S-functions [33]. Note that, for
simplicity, the DC part of the device’s re-
sponse has been neglected in Eq. (4.22).

The modeling sequence is depicted in Fig.
4.42.
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Figure 4.42 The sequence of steps employed to construct
the beyond-S-parameters model.

The measurement procedure is started by
putting the device under a large-signal oper-
ating condition of interest, i.e., fixing the bi-
as condition, carrier frequency, and input
power level. It may be that the output load is
not kept at the standard 50 Ω, but that the
model is to be constructed for another load
condition. In other words, load-pull is
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applied simultaneously. It has been ex-
plained in Section 4.2.5.2 that fundamental
load-pull corresponds to a2 not being zero at
the fundamental frequency. In such a case,
the non-zero a2 is part of the large-signal op-
eration condition as well. This concept can
be extended to harmonic load-pull as well.

The next step consists of applying the so-
called ticklers. This means that a small prob-
ing signal is sequentially injected at each of
the harmonic frequencies at port 1 and at
port 2. Also, if there is no load-pull, a meas-
urement by which a small probing signal at
the fundamental frequency f0 is injected at
port 2 has to be added.

These measurements can be easily auto-
mated, so it is possible that the user may for-
get about the underlying assumptions. The
model approach under consideration relies
on the fact that the probing excitations result

645/673

text/part0012.html#head4-2-5-2


in a linear response at each of the spectral
components.

A straightforward test is to increase the
amplitude of the small probing signal and
observe the resulting change in the corres-
ponding scattered traveling voltage wave
phasors. To facilitate the analysis, the small
probing signals may be applied at a fre-
quency that is slightly offset, by ∆f [33], as il-
lustrated in Fig. 4.43. As a result, also the
small-signal and conjugate small-signal con-
tributions are separated in frequency, and,
moreover, do not coincide with the spectral
components corresponding to the large-sig-
nal operating condition. For the linearization
assumption to hold, it is required that the
magnitude of the response at the offset fre-
quencies hf0 − ∆f and their conjugates hf0 +
∆f change linearly, while the magnitude of
the response on the fundamental frequency
grid hf0 should remain unchanged [34]. This
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is illustrated for measurements on a pack-
aged transistor in Figs. 4.44 and 4.45, re-
spectively. Also, it is not a solution to make
the probing signal very small, since the other
limit in terms of amplitude value is the noise
floor. Since the conjugate small-signal con-
tributions in the example in Fig. 4.44 are
small with small tickler amplitude, it is not
straightforward to conclude whether any de-
viations from the linear behavior are due to
measurement uncertainty or an indication of
violating the assumption of linearity. This
can be resolved by repeating the measure-
ments and calculating the variance for the
measured spectral components, as represen-
ted by the vertical bars in Fig. 4.44.
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Figure 4.43 A tickler is applied at a frequency offset.
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Figure 4.44 Checking whether the newly created spectral
components behave linearly as functions of tickler amp-
litude. The DUT is a packaged transistor [34]. © IEEE.

Figure 4.45 Checking whether the large-signal operating
condition remains constant with increasing tickler amp-
litude. The DUT is a packaged transistor [34]. © IEEE.

Not only should the magnitude of the spec-
tral components be checked, but also it has
to be verified that the phase relationship
between the response at hf0 and at hf0 ± ∆f
and the respective large- and small-signal
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inputs remains constant. Note that, in the
case of the response at the conjugate fre-
quencies hf0 + ∆f , the phase differences are
calculated with respect to the inverted phase
of the probe tone. Finally, the probing signal
level must not cause any response at the fre-
quencies corresponding to higher-order in-
termodulation products of hf0 and hf0 − ∆f
components. In general one seeks the max-
imum amplitude of the probing signal at
which all these assumptions are valid. Note
that this should be checked for each of the
probing signals, due to the frequency-de-
pendent behavior of the DUT.

Once it has been checked that the experi-
mental conditions do not lead to a violation
of the method’s validity, the actual data for
model construction can be collected. For
each of the probing-signal excitations, the
corresponding responses at all fundamental
and harmonic spectral components are
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measured. To be able to distinguish between
Sfphij and Sf cphij , at least two measure-
ments, namely two different phase values for
the probing signal, are required for each of
the settings. Once all of the measurements
have been collected, the S-function paramet-
ers can be determined by solving a linear set
of equations, starting from Eq. (4.22). Owing
to measurement imperfections, such as
noise, the presence of harmonics generated
by the sources, nonlinear interaction
between source and DUT, and imperfect ter-
minations, an optimization procedure is usu-
ally required. An alternative way to obtain
the S-function parameters is by applying the
ticklers again at a frequency that is slightly
offset [33]. The advantage of this approach is
that it is no longer the case that all of the
measurements have to be collected before
the S-function parameters can be determ-
ined by solving the set of linear equations.
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Instead, the S-function parameters can be
directly determined from a partial set of
measurements, i.e., up to the harmonic of in-
terest, making the overall measurement time
shorter.

Finally, it should be noted that the model
parameters, namely the S-functions, are
linked to a particular large-signal operating
condition, and therefore the whole process of
model construction has to be repeated for
each large-signal operation condition of in-
terest. In practice, this measurement-and-
extraction sequence is provided as an option
in the NVNA instrument by the manufac-
turer, so it is largely a “push-button” solution
for the user.

Problems
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4.1 Discuss the main problems in the meas-
urements when using a two-tone test with an
AWG.
4.2 Consider a system that has an input de-
scribed by x(t) = [11, 21, 31, 520, 10, 2], and
an output described by y(t)= [22, 642, 993,
7550, 110, 24]. Calculate the linear and
second-order Volterra kernel, considering
that the system is memoryless.
4.3 If a system presents memory, describe
the best strategy to account for that behavior
in a two-tone measurement.
4.4 Describe the best strategy to evaluate
the SNR degradation using a VSA.
4.5 What are the differences between the
tuning of the CCPR measurement bench in
small-signal operation and that in large-sig-
nal operation?
4.6 What are the main differences between
measuring spectra using a spectrum analyzer
and doing so using an oscilloscope?
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4.7 Describe the main differences between
the VNA and the NVNA measurement bench.
4.8 Explain the different approaches for
measuring large-signal S-parameters when
using the tickler method.
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I/Q modulator, 145
Psat, see saturated output power
S-parameters, see scattering parameters
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ACPR, see adjacent-channel power ratio, 150
adjacent-channel power ratio, 31, 188
admittance parameters, 1
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low-noise amplifier, 39
noise figure, 40
operating power gain, 40
PAE, 40
power amplifier, 39
return loss, 40
transducer power gain, 40
variable-gain amplifier, 39
VSWR, 40

arbitrary-waveform generator, 145
AWG, see arbitrary-waveform generator, 157, 158

behavioral models, 197
Boltzmann, 70

calibration, 169
noise, 170
power, 169

ccdf, 150
CCPR, see co-channel power ratio
characterization, 166
chirp signals, 160
co-channel distortion, 24
co-channel power ratio, 32, 190
cognitive radio, 56
color map, 104, 105
Colpitts oscillator, 137
comb generator, 161
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complementary cumulative distribution function, see ccdf
constellation diagram, 34, 101
Coulomb, 63, 67

DAC, 138
dBm, 168
DDS, see direct digital synthesis, 138
DFS, 138
digital converters, 56, 57

differential nonlinearity, 57
effective number of bits, 57
gain error, 57
integral nonlinearity, 57
jitter, 57
maximum conversion rate, 57
minimum conversion rate, 57
offset error, 57
output propagation delay, 57
pipeline latency, 57
signal-to-noise ratio for ADCs, 57

digital signal processor, see DSP
digitally modulated signals, 148
direct digital synthesis, see DDS
direct frequency synthesis, see DFS
DSP, 72, 83

efficiency, 40
error-vector magnitude, 37, 101
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EVM, see error-vector magnitude, 192

filters, 38
insertion loss, 38
out-of-band attenuation, 38

frequency multipliers, 54
conversion loss, 54
fundamental rejection, 54
harmonic rejection, 54

Hartley oscillator, 137
higher-order statistics, 152

impedance parameters, 1
IMR, see intermodulation ratio
in-band distortion, 23
input third-order intercept point, 26
insertion loss, 8
intermodulation ratio, 23

LNA, see low-noise amplifier
load-pull, 185
logic analyzer, 121

BER, 125
bits, 121
digital word, 121
event, 124
EVM, 125
information, 125
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logic states, 121
LSB, 125
probes, 122
sampling stage, 124
sampling the data, 124
spectrum, 125
state acquisition, 124
timing acquisition, 124
triggering, 121, 124

M-IMR, see multi-sine intermodulation ratio
measuring power, 166
memory effects, 27, 178
MIMO, 158
mixers, 47

conversion loss, 47
IP1dB, 47
IIP3, 47
LO/IF leakage, 50
LO/RF leakage, 50
RF/IF leakage, 50
single-side-band noise, 47

modulated signals, 158
multi-sine intermodulation ratio, 30
multi-sines, 149, 156
multiple input, multiple output, see MIMO

narrowband Gaussian noise, 148
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NBGN, see narrowband Gaussian noise
NF, see noise figure
noise, 9, 77
noise figure, 9, 169
noise-figure measurement

accuracy/uncertainty, 130
diode, 126
excess noise ratio, 127
Friis formula, 127, 170
noise source, 126
spectrum analyzer, 125
vector network analyzer, 125
VSWR, 170
without a noise source, 128

noise Friis formula, 9
noise power ratio, 32, 189
nonlinear distortion, 14
nonlinear dynamic effects, 27
nonlinear measurements

ACPR, 188
CCPR, 190
digital systems, 195
EVM, 192
impact on the information, 192
mixed-domain systems, 195
modulated signals, 187
NPR, 189
RTSA, 195
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time-evolving signals, 195
nonlinear vector network analyzer, 115
NPR, see noise power ratio
NVNA, see nonlinear vector network analyzer
NVNA measurements, 183

OCXO, 136
OFDM, 75
one-tone excitation, see single-sinusoid excitation
oscillator, 136
oscillators, 51

frequency stability, 51
phase noise, 51

oscilloscopes
real-time oscilloscopes, 118
sampling oscilloscopes, 118

PA, see power amplifier
PAE, see power added efficiency
PAPR, see peak-to-average power ratio, 158
pdf, 149–151
peak power, 65, 67, 168
peak-to-average power ratio, 38, see PAPR
Peltier effect, 67
persistence, 105
phase-locked loop, see PLL
PLL, 136
pounds (f), 54
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power, 63, 65, 72, 91
power added efficiency, 40
power meter, 63, 166

calibration, 70, 74
diode probe, 66, 67, 69, 72
measurement errors, 72
nonlinearity, 72
thermistors, 66
thermocouple, 66, 67
uncertainties, 72
zeroing, 167

power sensor, 168
power-sensor measurements, 169
power spectral density, see PSD, 75
probability density function, see pdf
PSD, 65, see power spectral density, 152
pulse generator, 162

RBW, 77, 89
real-time signal analyzer, 101, 195

Fourier transform, 101
short-time Fourier transform, 102, 103

resolution bandwidth, 83, 87, 94, 98, 100, 104, 105
return loss, 8
ringing, 47
rise time, 47
RTSA, see real-time signal analyzer
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S-functions, 208
saturated output power, 45
scattering parameters, 1
Schottky, 69, 71
SDR, see software-defined radio
Seebeck emf, 67
selectivity, 87, 90
sensitivity, 63, 90
settling time, 47
signal excitation, 133
signal-to-noise ratio, 9
single-sideband noise, 47
single-sinusoid excitation, 134
slew rate, 46
SNR, see signal-to-noise ratio
software-defined radio, 56
SPAN, 83, 86, 100, 104
spectral regrowth, 11
spectrogram, 104
spectrum, 75, 77, 83

Dirac function, 77
Fourier, 75, 77
Fourier series, 75
Fourier transform, 75
spectral line, 77

spectrum analyzer, 75, 77, 98
accuracy, 81, 94
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attenuator, 77, 81, 90
dynamic range, 83, 94
envelope detector, 77, 83, 86, 87
filter, 77
heterodyne, 77
homodyne, 77
IF, 83
image frequency, 81, 82
IMR, 93
intermediate frequency, 81, 83
IP2, 91
IP3, 91, 93, 94
low-noise amplifier, 90, 91
mixer, 77, 81
noise, 83, 89, 90
noise factor, 81
noise figure, 90
noise floor, 90, 94
nonlinear distortion, 89, 91, 94
oscillator, 77, 81, 88
phase noise, 88
power meter, 77
power probe, 77
sweep time, 88
thermal noise, 90
uncertainty, 94

spectrum trigger, 106
spurious generation, 142
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SSB, see single-sideband noise
state-space modeling, 205
SUT, see system under test
system under test, 121

TCXO, 136
temperature measurements, 197
test benches, 166
THD, see total harmonic distortion
thermal resistor, 68
third-order intercept point, 26
Thomson emf, 67
total harmonic distortion, 18
two-tone, 171

amplitude measurement, 173
AWG generation, 171
AWG measurement bench, 172
CW generator, 172
dynamic effects, 27, 178
memory effects, 27, 178
phase measurement, 175

two-tone excitation, 143
two-tone measurements, 171

ULG, see underlying linear gain
uncertainties, 72
uncertainty

noise, 130
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underlying linear gain, 25

VBW, see video bandwidth
VCO, 136
vector network analyzer, 107

directional coupler, 109
vector signal analyzer, 97, 98

ADC, 97
bits, 97
DSP, 99
dynamic range, 97
ENBW, see equivalent noise bandwidth
equivalent noise bandwidth, 100
intermediate frequency, 98
signal-to-noise-and-distortion ratio, 97
thermal noise, 97

VGA, see variable-gain amplifier
video bandwidth, 77, 83, 90
VNA, see vector network analyzer
VNA measurements, 178
voltage-controlled oscillator, see VCO
voltage standing-wave ratio, 7
Volterra series, 199

example, 205
parameter extraction, 202

VSA, see vector signal analyzer
VSWR, see voltage standing-wave ratio, 67
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watt, 64

Y factor, 170
YIG oscillator, 138

672/673

text/part0010.html#page_64
text/part0012.html#page_170
text/part0011.html#page_138


@Created by PDF to ePub

http://www.pdf-epub-converter.com/?e2p-b

